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1. INTRODUCTION

Acoustics is the science of sound, that is, wave motion in gases, liquids and solids, and the effects of such wave motion. Thus the scope of acoustics ranges from fundamental physical acoustics to, say, bioacoustics, psychoacoustics and music, and includes technical fields such as transducer technology, sound recording and reproduction, design of theatres and concert halls, and noise control.

The purpose of this note is to give an introduction to fundamental acoustic concepts, to the physical principles of acoustic wave motion, and to acoustic measurements.

2. FUNDAMENTAL ACOUSTIC CONCEPTS

One of the characteristics of fluids, that is, gases and liquids, is the lack of constraints to deformation. Fluids are unable to transmit shearing forces, and therefore they react against a change of shape only because of inertia. On the other hand a fluid reacts against a change in its volume with a change of the pressure. Sound waves are compressional oscillatory disturbances that propagate in a fluid. The waves involve molecules of the fluid moving back and forth in the direction of propagation (with no net flow), accompanied by changes in the pressure, density and temperature; see figure 2.1. The sound pressure, that is, the difference between the instantaneous value of the total pressure and the static pressure, is the quantity we hear. It is also much easier to measure the sound pressure than, say, the density or temperature fluctuations. Note that sound waves are longitudinal waves, unlike bending waves on a beam or waves on a stretched string, which are transversal waves in which the particles move back and forth in a direction perpendicular to the direction of propagation.

Figure 2.1 Fluid particles and compression and rarefaction in a propagating spherical sound field generated by a pulsating sphere. (From ref. [1].)
In most cases the oscillatory changes undergone by the fluid are extremely small. One can get an idea about the orders of magnitude of these changes by considering the variations in air corresponding to a sound pressure level\(^1\) of 120 dB, which is a very high sound pressure level, close to the threshold of pain. At this level the fractional pressure variations (the sound pressure relative to the static pressure) are about \(2 \times 10^{-4}\), the fractional changes of the density are about \(1.4 \times 10^{-4}\), the oscillatory changes of the temperature are less than 0.02 °C, and the particle velocity\(^2\) is about 50 mm/s, which at 1000 Hz corresponds to a particle displacement of less than 8 \(\mu\)m. In fact at 1000 Hz the particle displacement at the threshold of hearing is less than the diameter of a hydrogen atom\(^3\).

Sound waves exhibit a number of phenomena that are characteristics of waves; see figure 2.2. Waves propagating in different directions interfere; waves will be reflected by a rigid surface and more or less absorbed by a soft one; they will be scattered by small obstacles; because of diffraction there will only partly be shadow behind a screen; and if the medium is inhomogeneous for instance because of temperature gradients the waves will be refracted, which means that they change direction as they propagate. The speed with which sound waves propagate in fluids is independent of the frequency, but other waves of interest in acoustics, bending waves on plates and beams, for example, are dispersive, which means that the speed of such waves depends on the frequency content of the waveform.

![Figure 2.2 Various wave phenomena.](image)

A mathematical description of the wave motion in a fluid can be obtained by combining equations that express the facts that i) mass is conserved, ii) the local longitudinal force caused by a difference in the local pressure is balanced by the inertia of the medium, and iii) sound is very nearly an adiabatic phenomenon, that is, there is no flow of heat. The observation that most acoustic phenomena involve perturbations that are several orders of magnitude smaller than the equilibrium values of the medium makes it possible to simplify the mathematical description by neglecting higher-order terms. The result is the linearised wave equation. This is a second-order partial differential equation that, expressed in terms of the sound pressure level\(^1\) for a definition of the sound pressure level.

\(^2\) The concept of fluid particles refers to a macroscopic average, not to individual molecules; therefore the particle velocity can be much less than the velocity of the molecules.

\(^3\) At these conditions the fractional pressure variations amount to about \(2.5 \times 10^{-10}\). By comparison, a change in altitude of one metre gives rise to a fractional change in the static pressure that is about 400000 times larger, about \(10^4\). Moreover, inside an aircraft at cruising height the static pressure is typically only 80% of the static pressure at sea level. In short, the acoustic pressure fluctuations are extremely small compared with commonly occurring static pressure variations.
pressure \( p \), takes the form
\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2}
\]  \hspace{1cm} (2.1)
in a Cartesian \((x, y, z)\) coordinate system.\(^4\) Here \( t \) is the time and, as we shall see later, the quantity
\[
c = \sqrt{\frac{K_s}{\rho}}
\]  \hspace{1cm} (2.2a)
is the speed of sound. The physical unit of the sound pressure is pascal (\( 1 \text{ Pa} = 1 \text{ Nm}^{-2} \)). The quantity \( K_s \) is the adiabatic bulk modulus, and \( \rho \) is the equilibrium density of the medium. For gases, \( K_s = \gamma p_0 \), where \( \gamma \) is the ratio of the specific heat at constant pressure to that at constant volume (\( \approx 1.401 \) for air) and \( p_0 \) is the static pressure (\( \approx 101.3 \text{ kPa} \) for air under normal ambient conditions). The adiabatic bulk modulus can also be expressed in terms of the gas constant \( R \) (\( \approx 287 \text{ J.kg}^{-1}\text{K}^{-1} \) for air), the absolute temperature \( T \), and the equilibrium density of the medium,
\[
c = \sqrt{\frac{\gamma p_0}{\rho}} = \sqrt{\gamma RT},
\]  \hspace{1cm} (2.2b)
which shows that the equilibrium density of a gas can be written as
\[
\rho = \frac{p_0}{RT}.
\]  \hspace{1cm} (2.3)

At 293.15 K = 20°C the speed of sound in air is 343 m/s. Under normal ambient conditions (20°C, 101.3 kPa) the density of air is 1.204 kgm\(^{-3}\). Note that the speed of sound of a gas depends only on the temperature, not on the static pressure, whereas the adiabatic bulk modulus depends only on the static pressure; the equilibrium density depends on both quantities.

**Adiabatic compression**

Because the process of sound is adiabatic, the fractional pressure variations in a small cavity driven by a vibrating piston, say, a pistonphone for calibrating microphones, equal the fractional density variations multiplied by the ratio of specific heats \( \gamma \). The physical explanation for the ‘additional’ pressure is that the pressure increase/decrease caused by the reduced/expanded volume of the cavity is accompanied by an increase/decrease of the temperature, which increases/reduces the pressure even further. The fractional variations in the density are of course identical with the fractional change of the volume (except for the sign); therefore,
\[
\frac{p}{p_0} = \gamma \frac{\Delta \rho}{\rho} = -\gamma \frac{\Delta V}{V}.
\]

In chapter 4 we shall derive a relation between the volume velocity (= the volume displacement \( \Delta V \) per unit of time) and the resulting sound pressure.

---

\(^4\) The left-hand side of eq. (2.1) is the Laplacian of the sound pressure, that is, the divergence of the gradient. A negative value of this quantity at a certain point implies that the gradient converges towards the point, indicating a high local value. The wave equation states that this high local pressure tends to decrease.
The linearity of eq. (2.1) is due to the absence of higher-order terms in \( p \) in combination with the fact that \( \partial^2 / \partial x^2 \) and \( \partial^2 / \partial t^2 \) are linear operators.\(^5\) This is an extremely important property. It implies that a sinusoidal source will generate a sound field in which the pressure at all positions varies sinusoidally. It also implies linear superposition: sound waves do not interact, they simply pass through each other (see figure 2.5).\(^6\)

The diversity of possible sound fields is of course enormous, which leads to the conclusion that we must supplement eq. (2.1) with some additional information about the sources that generate the sound field, surfaces that reflect or absorb sound, objects that scatter sound, etc. This information is known as the boundary conditions. The boundary conditions are often expressed in terms of the particle velocity. For example, the normal component of the particle velocity \( \mathbf{u} \) is zero on a rigid surface. Therefore we need an additional equation that relates the particle velocity to the sound pressure. This relation is known as Euler’s equation of motion,

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \nabla p = 0,
\]

which is simply Newton’s second law of motion for a fluid. The operator \( \nabla \) is the gradient (the spatial derivative \( \partial / \partial x, \partial / \partial y, \partial / \partial z \)). Note that the particle velocity is a vector, unlike the sound pressure, which is a scalar.

### Sound in liquids

The speed of sound is much higher in liquids than in gases. For example, the speed of sound in water is about 1500 ms\(^{-1}\). The density of liquids is also much higher; the density of water is about 1000 kgm\(^{-3}\). Both the density and the speed of sound depend on the static pressure and the temperature, and there are no simple general relations corresponding to eqs. (2.2b) and (2.3).

#### 2.1 Plane sound waves

The plane wave is a central concept in acoustics. Plane waves are waves in which any acoustic variable at a given time is a constant on any plane perpendicular to the direction of propagation. Such waves can propagate in a duct. In a limited area at a distance far from a source of sound in free space the curvature of the spherical wave fronts is negligible and the waves can be regarded as locally plane.

![Figure 2.4 The sound pressure in a plane wave of arbitrary waveform at two different instants of time.](image)

\(^5\) This follows from the fact that \( \partial^2 (p_1 + p_2) / \partial t^2 = \partial^2 p_1 / \partial t^2 + \partial^2 p_2 / \partial t^2 \).

\(^6\) At very high sound pressure levels, say at levels in excess of 140 dB, the linear approximation is no longer adequate. This complicates the analysis enormously. Fortunately, we can safely assume linearity under practically all circumstances encountered in daily life.
The plane wave is a solution to the one-dimensional wave equation,

\[ \frac{\partial^2 p}{\partial x^2} = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2}, \]  

(2.5)
cf. eq. (2.1). It is easy to show that the expression

\[ p = f_1(ct - x) + f_2(ct + x), \]  

(2.6)
where \( f_1 \) and \( f_2 \) are arbitrary functions, is a solution to eq. (2.5), and it can be shown this is the general solution. Since the argument of \( f_1 \) is constant if \( x \) increases as \( ct \) it follows that the first term of this expression represents a wave that propagates undistorted and unattenuated in the positive \( x \)-direction with constant speed, \( c \), whereas the second term represents a similar wave travelling in the opposite direction. See figures 2.4 and 2.5.

\[ \begin{align*}
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\end{align*} \]

*Figure 2.5 Two plane waves travelling in opposite directions are passing through each other.*

The special case of a harmonic plane progressive wave is of great importance. Harmonic waves are generated by sinusoidal sources, for example a loudspeaker driven with a pure tone. A harmonic plane wave propagating in the \( x \)-direction can be written

\[ p = p_1 \sin\left( \frac{\omega}{c} (ct - x) + \phi \right) = p_1 \sin(\omega t - kx + \phi), \]  

(2.7)
where \( \omega = 2\pi f \) is the angular (or radian) frequency and \( k = \omega / c \) is the (angular) wavenumber. The quantity \( p_1 \) is known as the amplitude of the wave, and \( \phi \) is a phase angle (the arbitrary value of the phase angle of the wave at the origin of the coordinate system at \( t = 0 \)). At any position in this sound field the sound pressure varies sinusoidally with the angular frequency \( \omega \), and at any fixed time the sound pressure varies sinusoidally with \( x \) with the spatial period

\[ \lambda = \frac{c}{f} = \frac{2\pi c}{\omega} = \frac{2\pi}{k}. \]  

(2.8)
The quantity \( \lambda \) is the wavelength, which is defined as the distance travelled by the wave in one cycle. Note that the wavelength is inversely proportional to the frequency. At 1000 Hz
the wavelength in air is about 34 cm. In rough numbers the audible frequency range goes from 20 Hz to 20 kHz, which leads to the conclusion that acousticians are faced with wavelengths (in air) in the range from 17 m at the lowest audible frequency to 17 mm at the highest audible frequency. Since the efficiency of a radiator of sound or the effect of an obstacle on the sound field depends very much on its size expressed in terms of the acoustic wavelength, it can be realised that the wide frequency range is one of the challenges in acoustics. It simplifies the analysis enormously if the wavelength is very long or very short compared with typical dimensions.

![Figure 2.6 The sound pressure in a plane harmonic wave at two different instants of time.](image)

Sound fields are often studied frequency by frequency. As already mentioned, linearity implies that a sinusoidal source with the frequency \( \omega \) will generate a sound field that varies harmonically with this frequency at all positions.\(^7\) Since the frequency is given, all that remains to be determined is the amplitude and phase at all positions. This leads to the introduction of the complex exponential representation, where the sound pressure is written as a complex function of the position multiplied with a complex exponential. The former function takes account of the amplitude and phase, and the latter describes the time dependence. Thus at any given position the sound pressure can be written as a complex function of the form\(^8\)

\[
\hat{p} = A e^{i\omega t} = |A|e^{i\phi} e^{i\omega t} = |A|e^{i(\omega t + \phi)}
\]  

(where \( \phi \) is the phase of the complex amplitude \( A \)), and the real, physical sound pressure is the real part of the complex pressure,

\[
p = \text{Re}\{\hat{p}\} = \text{Re}\{|A|e^{i(\omega t + \phi)}\} = |A|\cos(\omega t + \phi).
\]  

Since the entire sound field varies as \( e^{i\omega t} \), the operator \( \partial / \partial t \) can be replaced by \( j \omega \) (because the derivative of \( e^{i\omega t} \) with respect to time is \( j \omega e^{i\omega t} \)),\(^9\) and the operator \( \partial^2 / \partial t^2 \) can be replaced by \(-\omega^2\). It follows that Euler’s equation of motion can now be written

\[
j \omega p \mathbf{a} + \nabla p = 0,
\]

and the wave equation can be simplified to

\[
\frac{\partial^2 p}{\partial t^2} - k^2 p = 0.
\]

---

\(^7\) If the source emitted any other signal than a sinusoidal the waveform would in the general case change with the position in the sound field, because the various frequency components would change amplitude and phase relative to each other. This explains the usefulness of harmonic analysis.

\(^8\) Throughout this note complex variables representing harmonic signals are indicated by carets.

\(^9\) The sign of the argument of the exponential is just a convention. The \( e^{i\omega t} \) convention is common in electrical engineering, in audio and in related areas of acoustics. The alternative convention \( e^{-i\omega t} \) is favoured by mathematicians, physicists and acousticians concerned with outdoor sound propagation. With the alternative sign convention \( \partial / \partial t \) should obviously be replaced by \(-j \omega \). Mathematicians and physicists also tend to prefer the symbol ‘i’ rather than ‘j’ for the imaginary unit.
\[
\frac{\partial^2 \hat{p}}{\partial x^2} + \frac{\partial^2 \hat{p}}{\partial y^2} + \frac{\partial^2 \hat{p}}{\partial z^2} + k^2 \hat{p} = 0,
\]
(2.12)

which is known as the Helmholtz equation. See the Appendix for further details about complex representation of harmonic signals. We note that the use of complex notation is mathematically very convenient, which will become apparent later.

Written with complex notation the equation for a plane wave that propagates in the \(x\)-direction becomes

\[
\hat{p} = p_i e^{i(\omega t - kx)}. \tag{2.13}
\]

Equation (2.11) shows that the particle velocity is proportional to the gradient of the pressure. It follows that the particle velocity in the plane propagating wave given by eq. (2.13) is

\[
\dot{u}_x = \frac{1}{j \omega \rho} \frac{\partial \hat{p}}{\partial x} = k \rho_i \frac{p_i e^{i(\omega t - kx)}}{\rho c} = \frac{\hat{p}}{\rho c}. \tag{2.14}
\]

Thus the sound pressure and the particle velocity are in phase in a plane propagating wave (see also figure 2.10), and the ratio of the sound pressure to the particle velocity is \(\rho c\), the characteristic impedance of the medium. As the name implies, this quantity describes an important acoustic property of the fluid, as will become apparent later. The characteristic impedance of air at 20°C and 101.3 kPa is about 413 kg·m⁻²s⁻¹.

![Figure 2.7 A semi-infinite tube driven by a piston.](image)

**Example 2.1**

An semi-infinite tube is driven by a piston with the vibrational velocity \(U e^{i\omega t}\) as shown in figure 2.7. Because the tube is infinite there is no reflected wave, so the sound field can be written

\[
\hat{p}(x) = p_i e^{i(\omega t - kx)}, \quad \dot{u}_x(x) = \frac{p_i}{\rho c} e^{i(\omega t - kx)}.
\]

The boundary condition at the piston implies that the particle velocity equals the vibrational velocity of the piston:

\[
\dot{u}_x(0) = \frac{p_i}{\rho c} e^{i\omega t} = U e^{i\omega t}.
\]

It follows that the sound pressure generated by the piston is

\[
\hat{p}(x) = U \rho c e^{i(\omega t - kx)}.
\]

The general solution to the one-dimensional Helmholtz equation is

\[
\hat{p} = p_i e^{i(\omega t - kx)} + p_i e^{i(\omega t + kx)}, \tag{2.15}
\]
which can be identified as the sum of a wave that travels in the positive $x$-direction and a wave that travels in the opposite direction (cf. eq. (2.6)). The corresponding expression for the particle velocity becomes, from eq. (2.11),

$$\hat{u}_x = -\frac{1}{j\omega\rho} \frac{\partial \hat{p}}{\partial x} = \frac{k}{\omega \rho} p_i e^{j(kx-\omega t)} - \frac{k}{\omega \rho} p_r e^{j(kx+\omega t)}$$

$$= \frac{p_i}{\rho c} e^{j(kx-\omega t)} - \frac{p_r}{\rho c} e^{j(kx+\omega t)}.$$  \hspace{1cm} (2.16)

It can be seen that whereas $\hat{p} = \hat{u}, \rho c$ in a plane wave that propagates in the positive $x$-direction, the sign is the opposite, that is, $\hat{p} = -\hat{u}, \rho c$, in a plane wave that propagates in the negative $x$-direction. The reason for the change in the sign is that the particle velocity is a vector, unlike the sound pressure, so $\hat{u}_x$ is a vector component. It is also worth noting that the general relation between the sound pressure and the particle velocity in this interference field is far more complicated than in a plane propagating wave.

A plane wave that impinges on a plane rigid surface perpendicular to the direction of propagation will be reflected. This phenomenon is illustrated in figure 2.8, which shows how an incident transient disturbance is reflected. Note that the normal component of the gradient of the pressure is identically zero on the surface for all values of $t$. This is a consequence of the fact that the boundary condition at the surface implies that the particle velocity must equal zero here, cf. eq. (2.4).

However, it is easier to analyse the phenomenon assuming harmonic waves. In this case the sound field is given by the general expressions (2.15) and (2.16), and our task is to determine the relation between $p_i$ and $p_r$ from the boundary condition at the surface, say at $x = 0$. As mentioned, the rigid surface implies that the particle velocity must be zero here, which with eq. (2.16) leads to the conclusion that $p_i = p_r$, so the reflected wave has the same amplitude as the incident wave. Equation (2.15) now becomes

$$\hat{p} = p_i(\cos 2\pi \omega t + e^{j(\omega x-kx)}) = p_i(e^{-j\omega t} + e^{j\omega t})e^{j\omega t} = 2p_i \cos kx e^{j\omega t},$$  \hspace{1cm} (2.17)

and eq. (2.16) becomes
Note that the amplitude of the sound pressure is doubled on the surface (cf. figure 2.8). Note also the nodal\textsuperscript{10} planes where the sound pressure is zero at \(x = -\frac{\lambda}{4}, x = -\frac{3\lambda}{4},\) etc., and the planes where the particle velocity is zero at \(x = -\frac{\lambda}{2}, x = -\lambda,\) etc. The interference of the two plane waves travelling in opposite directions has produced a standing wave pattern, shown in figure 2.9.

The physical explanation of the fact that the sound pressure is identically zero at a distance of a quarter of a wavelength from the reflecting plane is that the incident wave must travel a distance of half a wavelength before it returns to the same point; accordingly the incident and reflected waves are in \textit{antiphase} (that is, \(180^\circ\) out of phase), and since they have the same amplitude they cancel each other. This phenomenon is called \textit{destructive interference}. At a distance of half a wavelength from the reflecting plane the incident wave must travel one wavelength before it returns to the same point. Accordingly, the two waves are in phase and therefore the sound pressure is doubled here (\textit{constructive interference}). The corresponding pattern for the particle velocity is different because the particle velocity is a vector.

Another interesting observation from eqs. (2.17) and (2.18) is that the resulting sound pressure and particle velocity signals as functions of time at any position are \(90^\circ\) out of phase (since \(je^{j\omega t} = e^{j(\omega t + \pi/2)}\)). Otherwise expressed, if the sound pressure as a function of time is a cosine then the particle velocity is a sine. As we shall see later this indicates that there is no net flow of sound energy towards the rigid surface. See also figure 2.10.

\[ \hat{u}_z = -\frac{2p_i}{\rho c} \sin kx e^{j\omega t}. \]  \hspace{1cm} (2.18)

\[ f_0 = \frac{c}{4l}, \]

\textbf{Example 2.2}

The standing wave phenomenon can be observed in a tube terminated by a rigid cap. When the length of the tube, \(l,\) equals an odd-numbered multiple of a quarter of a wavelength the sound pressure is zero at the input, which means that it would take very little force to drive a piston here. This is an example of an \textit{acoustic resonance}. In this case it occurs at the frequency

\[ A \text{ node on, say, a vibrating string is a point that does not move, and an antinode is a point with maximum displacement. By analogy, points in a standing wave at which the sound pressure is identically zero are called pressure nodes. In this case the pressure nodes coincide with velocity antinodes.} \]

\hspace{1cm} \textsuperscript{10}
and at odd-numbered multiples of this frequency, $3f_0$, $5f_0$, $7f_0$, etc. Note that the resonances are harmonically related. This means that if some mechanism excites the tube the result will be a musical sound with the fundamental frequency $f_0$ and overtones corresponding to odd-numbered harmonics.11

Brass and woodwind instruments are based on standing waves in tubes. For example, closed organ pipes are tubes closed at one end and driven at the other, open end, and such pipes have only odd-numbered harmonics. See also example 4.4.

The ratio of $p_i$ to $p_i$ is the (complex) reflection factor $R$. The amplitude of this quantity describes how well the reflecting surface reflects sound. In the case of a rigid plane $R = 1$, as we have seen, which implies perfect reflection with no phase shift, but in the general case of a more or less absorbing surface $R$ will be complex and less than unity ($|R| \leq 1$), indicating partial reflection with a phase shift at the reflection plane.

If we introduce the reflection factor in eq. (2.15) it becomes

$$\hat{p} = p_i \left( e^{i(\omega t - kx)} + R e^{i(\omega t + kx)} \right),$$

(2.19)

from which it can be seen that the amplitude of the sound pressure varies with the position in the sound field. When the two terms in the parenthesis are in phase the sound pressure amplitude assumes its maximum value,

$$p_{\text{max}} = p_i \left( 1 + |R| \right),$$

(2.20a)

and when they are in antiphase the sound pressure amplitude assumes the minimum value

$$p_{\text{min}} = p_i \left( 1 - |R| \right).$$

(2.20b)

The ratio of $p_{\text{max}}$ to $p_{\text{min}}$ is called the standing wave ratio,

$$s = \frac{p_{\text{max}}}{p_{\text{min}}} = \frac{1 + |R|}{1 - |R|}.$$  

(2.21)

From eq. (2.21) it follows that

$$|R| = \frac{s - 1}{s + 1},$$

(2.22)

which leads to the conclusion that it is possible to determine the acoustic properties of a material by exposing it to normal sound incidence and measuring the standing wave ratio in the resulting interference field. See also chapter 5.

Figure 2.10 shows the instantaneous sound pressure and particle velocity at two different instants of time in a tube that is terminated by a material that does not reflect sound at all (case (a)), by a soft material that partly absorbs the incident sound wave (case (b)), and by a rigid material that gives perfect reflection (case (c)).

---

11 A musical (or complex) tone is not a pure (sinusoidal) tone but a periodic signal, usually consisting of the fundamental and a number of its harmonics, also called partials. These pure tones occur at multiples of the fundamental frequency. The $n$th harmonic (or partial) is also called the $(n-1)$th overtone, and the fundamental is the first harmonic. The relative position of a tone on a musical scale is called the pitch [2]. The pitch of a musical tone essentially corresponds to its fundamental frequency, which is also the distance between two adjacent harmonic components. However, pitch is a subjective phenomenon and not completely equivalent to frequency. We tend to determine the pitch on the basis of the spacing between the harmonic components, and thus we can detect the pitch of a musical tone even if the fundamental is missing.
Sound transmission between fluids

When a sound wave in one fluid is incident on the boundary of another fluid, say, a sound wave in air is incident on the surface of water, it will be partly reflected and partly transmitted. For simplicity let us assume that a plane wave in fluid 1 strikes the surface of fluid 2 at normal incidence as shown in figure 2.11. Anticipating a reflected wave we can write

\[ \hat{p}_1 = p_1 e^{i(\omega - k_1 x)} + p_1 e^{i(\omega + k_1 x)} \]

for fluid 1, and

\[ \hat{p}_2 = p_2 e^{i(\omega - k_2 x)} \]
for fluid 2. There are two boundary conditions at the interface: the sound pressure must be the same in fluid 1 and in fluid 2 (otherwise there would be a net force), and the particle velocity must be the same in fluid 1 and in fluid 2 (otherwise the fluids would not remain in contact). It follows that

\[ p_i + p_r = p_i \quad \text{and} \quad \frac{p_i - p_r}{\rho_i c_i} = \frac{p_i - p_r}{\rho_2 c_2}. \]

Combining these equations gives

\[ \frac{p_i}{p_i} = R = \frac{\rho_2 c_1 - \rho_1 c_i}{\rho_2 c_2 + \rho_1 c_i}, \]

which shows that the wave is almost fully reflected in phase \( (R = 1) \) if \( \rho_2 c_2 >> \rho_1 c_1 \), almost fully reflected in antiphase \( (R = -1) \) if \( \rho_2 c_2 << \rho_1 c_1 \), and not reflected at all if \( \rho_2 c_2 = \rho_1 c_1 \), irrespective of the individual properties of \( c_1, c_2, \rho_1 \) and \( \rho_2 \).

\[ \text{Fluid 1} \quad \rho_1 \quad \text{Fluid 2} \quad \rho_2 \]

\[ \rho_1 \quad \rho_r \]

Figure 2.11 Reflection and transmission of a plane wave incident on the interface between two fluids.

Figure 2.12 Reflection of a pressure wave at the interface between a medium of high characteristic impedance and a medium of low characteristic impedance. (Adapted from ref. [2].)

\[ \text{Sound pressure amplitude} \]
\[ \text{Particle velocity amplitude} \]

Figure 2.13 Standing wave pattern in a medium of high characteristic impedance caused by reflection from a medium of low characteristic impedance; amplitudes of the sound pressure and the particle velocity.
Because of the significant difference between the characteristic impedances of air and water (the ratio is about 1:3600) a sound wave in air that strikes a surface of water at normal incidence is almost completely reflected, and so is a sound wave that strikes the air-water interface from the water, but in the latter case the phase of the reflected wave is reversed, as shown in figure 2.12. Compare figures 2.8 and 2.12, and figures 2.9 and 2.13.

2.2 Spherical sound waves

The wave equation can be expressed in other coordinate systems than the Cartesian. If sound is generated by a source in an environment without reflections (which is usually referred to as a free field) it will generally be more useful to express the wave equation in a spherical coordinate system \( (r, \theta, \phi) \). The resulting equation is more complicated than eq. (2.1). However, if the source under study is spherically symmetric there can be no angular dependence, and the equation becomes quite simple,\(^{12}\)

\[
\frac{\partial^2 p}{\partial r^2} + \frac{2}{r} \frac{\partial p}{\partial r} = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2}.
\] (2.23a)

If we rewrite in the form

\[
\frac{\partial^2 (rp)}{\partial r^2} = \frac{1}{c^2} \frac{\partial^2 (rp)}{\partial t^2},
\] (2.23b)

it becomes apparent that this equation is identical in form with the one-dimensional wave equation, eq. (2.5), although \( p \) has been replaced by \( rp \). (It is easy to get from eq. (2.23b) to eq. (2.23a); it is more difficult the other way.) It follows that the general solution to eq. (2.23) can be written

\[
rp = f_1(ct - r) + f_2(ct + r),
\] (2.24a)

\(^{12}\) This can be seen as follows. Since the sound pressure depends only on \( r \) we have

\[
\frac{\partial p}{\partial x} = \frac{\partial p}{\partial r} \frac{\partial r}{\partial x},
\]

which, with

\[
r = \sqrt{x^2 + y^2 + z^2},
\]

becomes

\[
\frac{\partial p}{\partial x} = \frac{x}{r} \frac{\partial p}{\partial r}.
\]

Similar considerations leads to the following expression for the second-order derivative,

\[
\frac{\partial^2 p}{\partial x^2} = \frac{1}{r} \frac{\partial p}{\partial r} \frac{\partial r}{\partial x} + \frac{x}{\partial x} \left( \frac{1}{r} \frac{\partial p}{\partial r} \right) = \frac{1}{r} \frac{\partial p}{\partial r} \frac{\partial x}{\partial r} \left( \frac{1}{r} \frac{\partial p}{\partial r} \right) = \frac{1}{r} \frac{\partial p}{\partial r} \frac{x^2}{r^2} \frac{\partial p}{\partial r} = \frac{x^2}{r^2} \frac{\partial^2 p}{\partial r^2}.
\]

Combining eq. (2.1) with this expression and the corresponding relations for \( y \) and \( z \) finally yields eq. (2.23a):

\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} + \frac{3 \partial p}{r \partial r} \frac{\partial p}{r \partial r} + \frac{x^2 + y^2 + z^2}{r^2} \frac{\partial^2 p}{\partial r^2} - \frac{x^2 + y^2 + z^2}{r^3} \frac{\partial p}{\partial r} = \frac{2 \partial p}{r \partial r} + \frac{\partial^2 p}{\partial r^2} = \frac{1}{c^2} \frac{\partial^2 p}{\partial t^2}.
\]
that is
\[ p = \frac{1}{r}(f_1(ct - r) + f_2(ct + r)), \]
(2.24b)

where \( f_1 \) and \( f_2 \) are arbitrary functions. The first term is a wave that travels outwards, away from the source (cf. the first term of eq. (2.6)). Note that the shape of the wave is preserved. However, the sound pressure is seen to decrease in inverse proportion to the distance. This is the inverse distance law. The second term represents a converging wave, that is, a spherical wave travelling inwards. In principle such a wave could be generated by a reflecting spherical surface centred at the source, but that is a rare phenomenon indeed. Accordingly we will ignore the second term when we study sound radiation in chapter 6.

A harmonic spherical wave is a solution to the Helmholtz equation
\[ \frac{\partial^2 (r \dot{p})}{\partial r^2} + k^2 r \dot{p} = 0. \]
(2.25)

Expressed in the complex notation the diverging wave can be written
\[ \dot{p} = A e^{j(\omega t - kr)} \frac{1}{r}. \]
(2.26)

13 The inverse distance law is also known as the inverse square law because the sound intensity is inversely proportional to the square of the distance to the source. See chapters 5 and 6.
The particle velocity component in the radial direction can be calculated from eq. (2.11),

\[ \hat{a}_r = -\frac{1}{j\omega \rho} \frac{\partial \hat{p}}{\partial r} = \frac{A e^{j(\omega t - kr)}}{\rho c} \left( 1 + \frac{1}{jkr} \right) = \frac{\hat{p}}{\rho c} \left( 1 + \frac{1}{jkr} \right). \]  

(2.27)

Because of the spherical symmetry there are no components in the other directions. Note that far\(^{14}\) from the source the sound pressure and the particle velocity are in phase and their ratio equals the characteristic impedance of the medium, just as in a plane wave. On the other hand, when \(kr << 1\) the particle velocity is larger than \(\frac{|\hat{p}|}{\rho c}\) and the sound pressure and the particle velocity are almost in quadrature, that is, 90° out of phase. These are near field characteristics, and such a sound field is also known as a reactive field. See figure 2.14.

3. ACOUSTIC MEASUREMENTS

The most important measure of sound is the \textit{rms} sound pressure,\(^{15}\) defined as

\[ p_{\text{rms}} = \sqrt{p^2(t)} = \left( \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} p^2(t) \, dt \right)^{\frac{1}{2}}. \]  

(3.1)

However, as we shall see, a frequency weighting filter\(^{16}\) is usually applied to the signal before the rms value is determined. Quite often such a single value does not give sufficient information about the nature of the sound, and therefore the rms sound pressure is determined in frequency bands. The resulting sound pressures are practically always compressed logarithmically and presented in decibels.

Example 3.1

The fact that \(\sin^2 \omega t = \frac{1}{2} (1 - \cos 2\omega t)\) and thus has a time average of \(\frac{1}{2}\) leads to the conclusion that the rms value of a sinusoidal signal with the amplitude \(A\) is \(A/\sqrt{2}\).

3.1 Frequency analysis

Single frequency sound is useful for analysing acoustic phenomena, but most sounds encountered in practice have ‘broadband’ characteristics, which means that they cover a wide frequency range. If the sound is more or less steady, it will practically always be more useful to analyse it in the frequency domain than to look at the sound pressure as a function of time.

Frequency (or spectral) analysis of a signal involves decomposing the signal into its spectral components. This analysis can be carried out by means of digital analysers that employ the discrete Fourier transform (‘FFT analysers’). This topic is outside the scope of this note, but see, e.g., refs. \([5, 6]\). Alternatively, the signal can be passed through a number of

---

\(^{14}\) In acoustics, dimensions are measured in terms of the wavelength, so that ‘far from’ means that \(r >> \lambda\) (or \(kr >> 1\)), just as ‘near’ means that \(r << \lambda\) (or \(kr << 1\)). The dimensionless quantity \(kr\) is known as the Helmholtz number.

\(^{15}\) Root mean square value, usually abbreviated rms. This is the square root of the mean square value, which is the time average of the squared signal.

\(^{16}\) A filter is a device that modifies a signal by attenuating some of its frequency components.
contiguous analogue or digital bandpass filters\(^{17}\) with different centre frequencies, a ‘filter bank.’ The filters can have the same bandwidth or they can have constant relative bandwidth, which means that the bandwidth is a certain percentage of the centre frequency. Constant relative bandwidth corresponds to uniform resolution on a logarithmic frequency scale. Such a scale is in much better agreement with the subjective pitch of musical sounds than a linear scale, and therefore frequencies are often represented on a logarithmic scale in acoustics, and frequency analysis is often carried out with constant percentage filters. The most common filters in acoustics are octave band filters and one-third octave band filters.

![Figure 3.1](image)

*Figure 3.1 The keyboard of a small piano. The white keys from C to B correspond to the seven notes of the C major scale. (Adapted from ref. [7].)*

An octave\(^{18}\) is a frequency ratio of 2:1, a fundamental unit in musical scales. Accordingly, the lower limiting frequency of an octave band is half the upper frequency limit, and the centre frequency is the geometric mean, that is,

\[
f_l = f_c / 2^{1/3}, \quad f_u = 2^{1/3} f_c, \quad f_c = \sqrt[3]{f_l f_u},
\]

(3.2a, 3.2b, 3.2c)

where \(f_c\) is the centre frequency. In a similar manner a one-third octave\(^{19}\) band is a band for which \(f_u = 2^{1/3} f_l\), and

\[
f_l = f_c / 2^{1/3}, \quad f_u = 2^{1/3} f_c, \quad f_c = \sqrt[3]{f_l f_u},
\]

(3.3a, 3.3b, 3.3c)

Since \(2^{10} = 1024 \approx 10^3\) it follows that \(2^{10/3} \approx 10\) and \(2^{10/3} = 10^{10/10}\), that is, ten one-third octaves very nearly make a decade, and a one-third octave is almost identical with one tenth of a decade. Decades are practical, and thus in practice ‘one-third octave band filters’ are actually one-tenth of a decade band filters. Table 3.1 gives the corresponding standardised nominal centre frequencies of octave and one-third octave band filters.\(^{20}\) As mentioned earlier, the human ear may respond to frequencies in the range from 20 Hz to 20 kHz, that is, a range of three decades, ten octaves or thirty one-third octaves.

\(^{17}\) An ideal bandpass filter would allow frequency components in the passband to pass unattenuated and would completely remove frequency components outside the passband. Real filters have, of course, a certain passband ripple and a finite stopband attenuation.

\(^{18}\) Musical tones an octave apart sound very similar. The diatonic scale contains seven notes per octave corresponding to the white keys on a piano keyboard; see figure 3.1. Thus an octave spans eight notes, say, from C to C; hence the name octave (from Latin *octo*: eight).

\(^{19}\) A semitone is one twelfth of an octave on the equally tempered scale (a frequency ratio of \(2^{1/12}:1\)). Since \(2^{1/3} = 2^{1/12}\) it can be seen that a one-third octave is identical with four semitones or a major third (e.g., from C to E, cf. figure 3.1). Accordingly, one-third octave band filters are called Terzfilters in German.

\(^{20}\) The standardised nominal centre frequencies presented in table 3.1 are based on the fact that the series 1.25, 1.6, 2, 2.5, 3.15, 4, 5, 6.3, 8, 10 is in reasonable agreement with \(10^{n/10}\), with \(n = 1, 2, \ldots, 10\).
Table 3.1 Standardised nominal one-third octave and octave (bold characters) centre frequencies (in hertz).

<table>
<thead>
<tr>
<th></th>
<th>20</th>
<th>25</th>
<th>31.5</th>
<th>40</th>
<th>50</th>
<th>63</th>
<th>80</th>
<th>100</th>
<th>125</th>
<th>160</th>
<th>200</th>
<th>250</th>
<th>315</th>
<th>400</th>
<th>500</th>
<th>630</th>
<th>800</th>
<th>1000</th>
<th>1250</th>
<th>1600</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1250</td>
<td>1600</td>
<td>2000</td>
<td>2500</td>
<td>3150</td>
<td>4000</td>
<td>5000</td>
<td>6300</td>
<td>8000</td>
<td>10000</td>
<td>12500</td>
<td>16000</td>
<td>20000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An important property of the mean square value of a signal is that it can be partitioned into frequency bands. This means that if we analyse a signal in, say, one-third octave bands, the sum of the mean square values of the filtered signals equals the mean square value of the unfiltered signal. The reason is that products of different frequency components average to zero, so that all cross terms vanish; the different frequency components are uncorrelated signals. This can be illustrated by analysing a sum of two pure tones with different frequencies,

\[
\frac{(A \sin \omega_1 t + B \sin \omega_2 t)^2}{= A^2 \sin^2 \omega_1 t + B^2 \sin^2 \omega_2 t + 2AB \sin \omega_1 t \sin \omega_2 t} = \frac{(A^2 + B^2)}{2}. \tag{3.4}
\]

Note that the mean square values of the two signals are added unless \( \omega_1 = \omega_2 \). The validity of this rule is not restricted to pure tones of different frequency; the mean square value of any stationary signal equals the sum of mean square values of its frequency components, which can be determined with a parallel bank of contiguous filters. Thus

\[
p_{rms}^2 = \sum_i p_{rms,i}^2, \tag{3.5}
\]

where \( p_{rms,i} \) is the rms value of the output of the \( i \)’th filter. Equation (3.5) is known as Parseval’s formula.

Random noise

Many generators of sound produce noise rather than pure tones. Whereas pure tones and other periodic signals are deterministic, noise is a stochastic or random phenomenon. Stationary noise is a stochastic signal with statistical properties that do not change with time.

White noise is stationary noise with a flat power spectral density, that is, constant mean square value per hertz. The term white noise is an analogy to white light. When white noise is passed through a bandpass filter, the mean square of the output signal is proportional to the bandwidth of the filter. It follows that when white noise is analysed with constant percentage filters, the mean square of the output is proportional to the centre frequency of the filter. For example, if white noise is analysed with a bank of octave band filters, the mean square values of the output signals of two adjacent filters differ by a factor of two.

Pink noise is stationary noise with constant mean square value in bands with constant relative width, e.g., octave bands. Thus compared with white noise low frequencies are emphasised; hence the name pink noise, which is an analogy to an optical phenomenon. It follows that the mean square value of a given pink noise signal in octave bands is three times larger than the mean square value of the noise in one-third octave bands.

Example 3.2

The fact that noise, unlike periodic signals, has a finite power spectral density (mean square value per hertz) implies that one can detect a pure tone in noise irrespective of the signal-to-noise ratio by analysing with sufficiently fine spectral resolution: As the bandwidth is reduced, less and less noise passes through the filter, and the tone will emerge. Compared with filter bank analysers FFT analysers have the advantage that the spectral resolution can be varied over a wide range [6]; therefore FFT analysers are particular suitable for detecting tones in noise.

When several independent sources of noise are present at the same time the mean square sound pressures generated by the individual sources are additive. This is due to the
fact that independent sources generate uncorrelated signals, that is, signals whose product average to zero; therefore the cross terms vanish:

$$\overline{(p_1(t) + p_2(t))^2} = \overline{p_1^2(t)} + \overline{p_2^2(t)} + 2\overline{p_1(t)p_2(t)} = \overline{p_1^2(t)} + \overline{p_2^2(t)}. \quad (3.6)$$

It follows that

$$p_{\text{rms, tot}}^2 = \sum_i p_{\text{rms, }i}^2. \quad (3.7)$$

Note the similarity between eqs. (3.5) and (3.7). It is of enormous practical importance that the mean square values of uncorrelated signals are additive, because signals generated by different mechanisms are invariably uncorrelated. Almost all signals that occur in real life are mutually uncorrelated.

**Example 3.3**

Equation (3.7) leads to the conclusion that the mean square pressure generated by a crowd of noisy people in a room is proportional to the number of people (provided that each person makes a given amount of noise, independently of the others). Thus the rms value of the sound pressure in the room is proportional to the square root of the number of people.

**Example 3.4**

Consider the case where the rms sound pressure generated by a source of noise is to be measured in the presence of background noise that cannot be turned off. It follows from eq. (3.7) that it in principle is possible to correct the measurement for the influence of the stationary background noise; one simply subtracts the mean square value of the background noise from the total mean square pressure. For this to work in practice the background noise must not be too strong, though, and it is absolutely necessary that it is completely stationary.

### 3.2 Levels and decibels

The human auditory system can cope with sound pressure variations over a range of more than a million times. Because of this wide range, the sound pressure and other acoustic quantities are usually measured on a logarithmic scale. An additional reason is that the subjective impression of how loud noise sounds correlates much better with a logarithmic measure of the sound pressure than with the sound pressure itself. The unit is the **decibel**,\(^{21}\) abbreviated dB, which is a relative measure, requiring a reference quantity. The results are called **levels**. The sound pressure level (sometimes abbreviated SPL) is defined as

$$L_p = 10\log_{10} \frac{p_{\text{rms}}^2}{p_{\text{ref}}^2} = 20\log_{10} \frac{p_{\text{rms}}}{p_{\text{ref}}}, \quad (3.8)$$

where \(p_{\text{ref}}\) is the reference sound pressure, and \(\log_{10}\) is the base 10 logarithm, henceforth written log. The reference sound pressure is 20 \(\mu\)Pa for sound in air, corresponding roughly to the lowest audible sound at 1 kHz.\(^{22}\) Some typical sound pressure levels are given in figure 3.2.

---

\(^{21}\) As the name implies, the decibel is one tenth of a bel. However, the bel is rarely used today. The use of decibels rather than bels is probably due to the fact that most sound pressure levels encountered in practice take values between 0 and 120 when measured in decibels, as can be seen in figure 3.2. Another reason might be that to be audible, the change of the level of a given (broadband) sound must be of the order of one decibel.

\(^{22}\) For sound in other fluids than atmospheric air (water, for example) the reference sound pressure is 1 \(\mu\)Pa. To avoid possible confusion it may be advisable to state the reference sound pressure explicitly, e.g., 'the sound pressure level is 77 dB re 20 \(\mu\)Pa.'
Figure 3.2 Typical sound pressure levels. (Source: Brüel & Kjaer.)
The fact that the mean square sound pressures of independent sources are additive (cf. eq. (3.7)) leads to the conclusion that the levels of such sources are combined as follows:

\[ L_{p,\text{tot}} = 10 \log \left( \sum \right) 10^{0.1L_{p,i}} \].

(3.9)

Another consequence of eq. (3.7) is that one can correct a measurement of the sound pressure level generated by a source for the influence of steady background noise as follows:

\[ L_{p,\text{source}} = 10 \log \left( 10^{0.1L_{p,\text{tot}}} - 10^{0.1L_{p,\text{background}}} \right) \].

(3.10)

This corresponds to subtracting the mean square sound pressure of the background noise from the total mean square sound pressure as described in example 3.5. However, since all measurements are subject to random errors, the result of the correction will be reliable only if the background level is at least, say, 3 dB below the total sound pressure level. If the background noise is more than 10 dB below the total level the correction is less than 0.5 dB.

Example 3.5

Expressed in terms of sound pressure levels the inverse distance law states that the level decreases by 6 dB when the distance to the source is doubled.

Example 3.6

When each of two independent sources in the absence of the other generates a sound pressure level of 70 dB at a certain point, the resulting sound pressure level is 73 dB (not 140 dB!), because \(10 \log 2 = 3\). If one source creates a sound pressure level of 65 dB and the other a sound pressure level of 59 dB, the total level is \(10 \log (10^{6.5} + 10^{5.9}) = 66\) dB.

Example 3.7

Say the task is to determine the sound pressure level generated by a source in background noise with a level of 59 dB. If the total sound pressure level is 66 dB, it follows from eq. (3.10) that the source would have produced a sound pressure level of \(10 \log (10^{6.6} - 10^{5.9}) = 65\) dB in the absence of the background noise.

Example 3.8

When two sinusoidal sources emit pure tones of the same frequency they create an interference field, and depending on the phase difference the total sound pressure amplitude at a given position will assume a value between the sum of the two amplitudes and the difference:

\[ |A - B| \leq |Ae^{i\omega t} + Be^{i\omega t}| = |A + B| = |A|e^{i\omega t} + |B|e^{i\omega t} \leq |A| + |B|. \]

For example, if two pure tone sources of the same frequency each generates a sound pressure level of 70 dB in the absence of the other source then the total sound pressure level can be anywhere between 76 dB (constructive interference) and -∞ dB (destructive interference). Note that eqs. (3.7) and (3.9) do not apply in this case because the signals are not uncorrelated. See also figure A2 in the Appendix.

Other first-order acoustic quantities, for example the particle velocity, are also often measured on a logarithmic scale. The reference velocity is 1 nm/s = 10^{-9} m/s.\textsuperscript{23} This reference is also used in measurements of the vibratory velocities of vibrating structures.

The acoustic second-order quantities sound intensity and sound power, defined in chapter 5, are also measured on a logarithmic scale. The sound intensity level is

\textsuperscript{23} The prefix n (for ‘nano’) represents a factor of 10^{-9}. 
\[ L_I = 10 \log \frac{|I|}{I_{\text{ref}}}, \quad \text{(3.11)} \]

where \( I \) is the intensity and \( I_{\text{ref}} = 1 \text{ pWm}^{-2} = 10^{-12} \text{ Wm}^{-2} \), and the sound power level is

\[ L_{PW} = 10 \log \frac{P_a}{P_{\text{ref}}}, \quad \text{(3.12)} \]

where \( P_a \) is the sound power and \( P_{\text{ref}} = 1 \text{ pW} \). Note that levels of linear quantities (pressure, particle velocity) are defined as twenty times the logarithm of the ratio of the rms value to a reference value, whereas levels of second-order (quadratic) quantities are defined as ten times the logarithm, in agreement with the fact that if the linear quantities are doubled then quantities of second order are quadrupled.

**Example 3.9**

It follows from the constant spectral density of white noise that when such a signal is analysed in one-third octave bands, the level increases 1 dB from one band to the next:

\[ 10 \log(2^{1/3}) = 1 \text{ dB}. \]

### 3.3 Noise measurement techniques and instrumentation

A sound level meter is an instrument designed to measure sound pressure levels. Today such instruments can be anything from simple devices with analogue filters and detectors and a moving coil meter to advanced digital analysers. Figure 3.3 shows a block diagram of a simple sound level meter. The microphone converts the sound pressure to an electrical signal, which is amplified and passes through various filters. After this the signal is squared and averaged with a detector, and the result is finally converted to decibels and shown on a display. In the following a very brief description of such an instrument will be given; see e.g. refs. [8, 9] for further details.

The most commonly used microphones for this purpose are condenser microphones, which are more stable and accurate than other types. The diaphragm of a condenser microphone is a very thin, highly tensioned foil. Inside the housing of the microphone cartridge is the other part of the capacitor, the back plate, placed very close to the diaphragm (see figure 3.4). The capacitor is electrically charged, either by an external voltage on the back plate or (in case of prepolarised electret microphones) by properties of the diaphragm or the back plate. When the diaphragm moves in response to the sound pressure, the capacitance changes, and this produces an electrical voltage proportional to the instantaneous sound pressure.

![Figure 3.3 A sound level meter. (From ref. [10].)](image)

---

\[ ^{24} \text{The prefix p (for ‘pico’) represents a factor of 10}^{-12}. \]
Figure 3.4 A condenser microphone. (From ref. [11].)

Figure 3.5 The ‘free-field correction’ of a typical measurement microphone for sound coming from various directions. The free-field correction is the fractional increase of the sound pressure (usually expressed in dB) caused by the presence of the microphone in the sound field. (From ref. [11].)

Figure 3.6 Free-field response of a microphone of the ‘free-field’ type at axial incidence. (From ref. [11].)

The microphone should be as small as possible so as not to disturb the sound field. However, this is in conflict with the requirement of a high sensitivity and a low inherent noise level, and typical measurement microphones are ‘½-inch’ microphones with a diameter
of about 13 mm. At low frequencies, say below 1 kHz, such a microphone is much smaller than the wavelength and does not disturb the sound field appreciably. In this frequency range the microphone is omnidirectional as of course it should be since the sound pressure is a scalar and has no direction. However, from a few kilohertz and upwards the size of the microphone is no longer negligible compared with the wavelength, and therefore it is no longer omnidirectional, which means that its response varies with the nature of the sound field; see figure 3.5.

One can design condenser microphones to have a flat response in as wide a frequency range as possible under specified sound field conditions. For example, ‘free-field’ microphones are designed to have a flat response for axial incidence (see figure 3.6), and such microphones should therefore be pointed towards the source. ‘Random-incidence’ microphones are designed for measurements in a diffuse sound field where sound is arriving from all directions, and ‘pressure’ microphones are intended for measurements in small cavities.

The sensitivity of the human auditory system varies significantly with the frequency in a way that changes with the level. In particular the human ear is, at low levels, much less sensitive to low frequencies than to medium frequencies. This is the background for the standardised frequency weighting filters shown in figure 3.7. The original intention was to simulate a human ear at various levels, but it has long ago been realised that the human auditory system is far more complicated than implied by such simple weighting curves, and B- and D-weighting filters are little used today. On the other hand the A-weighted sound pressure level is the most widely used single-value measure of sound, because the A-weighted sound pressure level correlates in general much better with the subjective effect of noise than measurements of the sound pressure level with a flat frequency response. C-weighting, which is essentially flat in the audible frequency range, is sometimes used in combination with A-weighting, because a large difference between the A-weighted level and the C-weighted level is a clear indication of a prominent content of low frequency noise. The results of measurements of the A- and C-weighted sound pressure level are denoted \( L_A \) and \( L_C \) respectively, and the unit is dB.\(^{25}\) If no weighting filter is applied, the level is sometimes denoted \( L_Z \).

---

\(^{25}\) In practice the unit is often written dB (A) and dB (C), respectively.
Table 3.2 The response of standard A- and C-weighting filters in one-third octave bands.

<table>
<thead>
<tr>
<th>Centre frequency (Hz)</th>
<th>A-weighting (dB)</th>
<th>C-weighting (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>-77.8</td>
<td>-20.0</td>
</tr>
<tr>
<td>10</td>
<td>-70.4</td>
<td>-14.3</td>
</tr>
<tr>
<td>12.5</td>
<td>-63.4</td>
<td>-11.2</td>
</tr>
<tr>
<td>16</td>
<td>-56.7</td>
<td>-8.5</td>
</tr>
<tr>
<td>20</td>
<td>-50.5</td>
<td>-6.2</td>
</tr>
<tr>
<td>25</td>
<td>-44.7</td>
<td>-4.4</td>
</tr>
<tr>
<td>31.5</td>
<td>-39.4</td>
<td>-3.0</td>
</tr>
<tr>
<td>40</td>
<td>-34.6</td>
<td>-2.0</td>
</tr>
<tr>
<td>50</td>
<td>-30.2</td>
<td>-1.3</td>
</tr>
<tr>
<td>63</td>
<td>-26.2</td>
<td>-0.8</td>
</tr>
<tr>
<td>80</td>
<td>-22.5</td>
<td>-0.5</td>
</tr>
<tr>
<td>100</td>
<td>-19.1</td>
<td>-0.3</td>
</tr>
<tr>
<td>125</td>
<td>-16.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>160</td>
<td>-13.4</td>
<td>-0.1</td>
</tr>
<tr>
<td>200</td>
<td>-10.9</td>
<td>0.0</td>
</tr>
<tr>
<td>250</td>
<td>-8.6</td>
<td>0.0</td>
</tr>
<tr>
<td>315</td>
<td>-6.6</td>
<td>0.0</td>
</tr>
<tr>
<td>400</td>
<td>-4.8</td>
<td>0.0</td>
</tr>
<tr>
<td>500</td>
<td>-3.2</td>
<td>0.0</td>
</tr>
<tr>
<td>630</td>
<td>-1.9</td>
<td>0.0</td>
</tr>
<tr>
<td>800</td>
<td>-0.8</td>
<td>0.0</td>
</tr>
<tr>
<td>1000</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1250</td>
<td>0.6</td>
<td>0.0</td>
</tr>
<tr>
<td>1600</td>
<td>1.0</td>
<td>-0.1</td>
</tr>
<tr>
<td>2000</td>
<td>1.2</td>
<td>-0.2</td>
</tr>
<tr>
<td>2500</td>
<td>1.3</td>
<td>-0.3</td>
</tr>
<tr>
<td>3150</td>
<td>1.2</td>
<td>-0.5</td>
</tr>
<tr>
<td>4000</td>
<td>1.0</td>
<td>-0.8</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>-1.3</td>
</tr>
<tr>
<td>6300</td>
<td>-0.1</td>
<td>-2.0</td>
</tr>
<tr>
<td>8000</td>
<td>-1.1</td>
<td>-3.0</td>
</tr>
<tr>
<td>10000</td>
<td>-2.5</td>
<td>-4.4</td>
</tr>
<tr>
<td>12500</td>
<td>-4.3</td>
<td>-6.2</td>
</tr>
<tr>
<td>16000</td>
<td>-6.6</td>
<td>-8.5</td>
</tr>
<tr>
<td>20000</td>
<td>-9.3</td>
<td>-11.2</td>
</tr>
</tbody>
</table>

In the measurement instrument the frequency weighting filter is followed by a squaring device, a lowpass filter that smooths out the instantaneous fluctuations, and a logarithmic converter. The lowpass filter corresponds to applying a time weighting function. The most common time weighting in sound level meters is exponential, which implies that the squared signal is smoothed with a decaying exponential so that recent data are given more weight than older data:

$$L_p(t) = 10 \log \left( \frac{1}{\tau} \int_{-\infty}^t p^2(u) e^{-(t-u)/\tau} \, du \right) / p_{ref}^2 \right).$$

Two values of the time constant $\tau$ are standardised: S (for ‘slow’) corresponds to a time constant of 1 s, and F (for ‘fast’) is exponential averaging with a time constant of 125 ms.

The alternative to exponential averaging is linear (or integrating) averaging, in which all the sound is weighted uniformly during the integration. The equivalent sound pressure level is defined as
\[
L_{eq} = 10 \log \left( \frac{1}{T_2 - T_1} \int_{T_1}^{T_2} p^2(t) \, dt \right) / p_{ref}^2 \right). 
\] (3.14)

Measurements of random noise with a finite integration time are subject to random errors that depend on the bandwidth of the signal and on the integration time. It can be shown that the variance of the measurement result is inversely proportional to the product of the bandwidth and the integration time [6].

As can be seen by comparing with eqs. (3.1) and (3.8), the equivalent sound pressure level is just the sound pressure level corresponding to the rms sound pressure determined with a specified integration period. The A-weighted equivalent sound pressure level \( L_{Aeq} \) is the level corresponding to a similar time integral of the A-weighted instantaneous sound pressure. Sometimes the quantity is written \( L_{Aeq,T} \) where \( T \) is the integration time.

Whereas exponential averaging corresponds to a running average and thus gives a (smoothed) measure of the sound at any instant of time, the equivalent sound pressure level (with or without A-weighting) can be used for characterising the total effect of fluctuating noise, for example noise from road traffic. Typical values of \( T \) are 30 s for measurement of noise from technical installations, 8 h for noise in a working environment and 24 h for traffic noise.

Sometimes it is useful to analyse noise signals in one-third octave bands, cf. section 3.1. From eq. (3.5) it can be seen that the total sound pressure level can be calculated from the levels in the individual one-third octave bands, \( L_i \), as follows:

\[
L_Z = 10 \log \left( \sum_i 10^{0.1L_i} \right). 
\] (3.15)

In a similar manner one can calculate the A-weighted sound pressure level from the one-third octave band values and the attenuation data given in table 3.2,

\[
L_A = 10 \log \left( \sum_i 10^{0.1(L_i + K_i)} \right), 
\] (3.16)

where \( K_i \) is the relative response of the A-weighting filter (in dB) in the \( i \)’th band.

**Example 3.10**

A source gives rise to the following one-third octave band values of the sound pressure level at a certain point,

<table>
<thead>
<tr>
<th>Centre frequency (Hz)</th>
<th>Sound pressure level (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>315</td>
<td>52</td>
</tr>
<tr>
<td>400</td>
<td>68</td>
</tr>
<tr>
<td>500</td>
<td>76</td>
</tr>
<tr>
<td>630</td>
<td>71</td>
</tr>
<tr>
<td>800</td>
<td>54</td>
</tr>
</tbody>
</table>

\(^{26}\) In the literature reference is sometimes made to the equivalent integration time of exponential detectors. This is two times the time constant (e.g. 250 ms for ‘F’), because a measurement of random noise with an exponential detector with a time constant of \( \tau \) has the same statistical uncertainty as a measurement with linear averaging over a period of \( 2\tau \) [9].
and less than 50 dB in all the other bands. It follows that
\[ L_z = 10 \log \left( 10^{5.2} + 10^{6.8} + 10^{7.1} + 10^{7.4} \right) = 77.7 \text{ dB}, \]
and
\[ L_A = 10 \log \left( 10^{5.2-0.66} + 10^{6.8-0.48} + 10^{7.6-0.32} + 10^{7.1-0.19} + 10^{7.4-0.08} \right) = 74.7 \text{ dB}. \]

Noise that changes its level in a regular manner is called \textit{intermittent noise}. Such noise could for example be generated by machinery that operates in cycles. If the noise occurs at several steady levels, the equivalent sound pressure level can be calculated from the formula
\[ L_{eq,T} = 10 \log \left( \sum_i \frac{t_i}{T} 10^{0.1L_i} \right). \tag{3.17} \]
This corresponds to adding the mean square values with a weighting that reflects the relative duration of each level.

\textbf{Example 3.11}

The A-weighted sound pressure level at a given position in an industrial hall changes periodically between 84 dB in intervals of 15 minutes, 95 dB in intervals of 5 minutes and 71 dB in intervals of 20 minutes. From eq. (3.17) it follows that the equivalent sound pressure level over a working day is
\[ L_{eq} = 10 \log \left( \frac{15}{40} 10^{8.4} + \frac{5}{40} 10^{9.5} + \frac{20}{40} 10^{7.1} \right) = 87.0 \text{ dB}. \]

Most sound level meters have also a peak detector for determining the highest absolute value of the instantaneous sound pressure (without filters and without time weighting), \( p_{\text{peak}} \). The \textit{peak level} is calculated from this value and eq. (3.8) in the usual manner, that is,
\[ L_p = 20 \log \frac{p_{\text{peak}}}{p_{\text{ref}}}. \tag{3.18} \]

\textbf{Example 3.12}

The \textit{crest factor} of a signal is the ratio of its peak value to the rms value (sometimes expressed in dB). From example 3.1 it follows that the crest factor of a pure tone signal is \( \sqrt{2} \) or 3 dB.

The sound exposure level (sometimes abbreviated SEL) is closely related to \( L_{eq} \), but instead of dividing the time integral of the squared A-weighted instantaneous sound pressure by the actual integration time one divides by \( t_0 = 1 \text{ s} \). Thus the sound exposure level is a measure of the total energy\(^{27}\) of the noise, normalised to 1 s:

\textsuperscript{27} In signal analysis it is customary to use the term ‘energy’ in the sense of the integral of the square of a signal, without regard to its units. This should not be confused with the potential energy density of the sound field introduced in chapter 5.
This quantity is used for measuring the total energy of a ‘noise event’ (say, a hammer blow or the take off of an aircraft), independently of its duration. Evidently the measurement interval should encompass the entire event.

Example 3.13
It is clear from eqs. (3.14) and (3.19) that $L_{Aeq,T}$ of a noise event of finite duration decreases with the logarithm of $T$ if the $T$ exceeds its duration:

$$L_{Aeq,T} = 10 \log \left( \frac{1}{T} \int_{t_0}^{2t_0} p_A^2(t) \, dt \right) / p_{ref}^2 = L_{AE} - 10 \log \frac{T}{t_0}.$$ 

Example 3.14
If $n$ identical noise events each with a sound exposure level of $L_{AE}$ occur within a period of $T$ (e.g., one working day) then the A-weighted equivalent sound level is

$$L_{Aeq,T} = L_{AE} + 10 \log n - 10 \log \frac{T}{t_0},$$

because the integrals of the squared signals are additive; cf. eq. (3.7).28

4. THE CONCEPT OF IMPEDANCE

By definition an impedance is the ratio of the complex amplitudes of two signals representing cause and effect, for example the ratio of an AC voltage across a part of an electric circuit to the corresponding current, the ratio of a mechanical force to the resulting vibrational velocity, or the ratio of the sound pressure to the particle velocity. The term has been coined from the verb ‘impede’ (obstruct, hinder), indicating that it is a measure of the opposition to the flow of current etc. The reciprocal of the impedance is the admittance, coined from the verb ‘admit’ and indicating lack of such opposition. Note that these concepts require complex representation of harmonic signals; it makes no sense to divide, say, the instantaneous sound pressure with the instantaneous particle velocity. There is no simple way of describing properties corresponding to a complex value of the impedance without the use of complex notation.

The mechanical impedance is perhaps simpler to understand than the other impedance concepts, since it is intuitively clear that it takes a certain vibratory force to generate mechanical vibrations. The mechanical impedance of a structure at a given point is the ratio of the complex amplitude of a harmonic point force acting on the structure to the complex amplitude of the resulting vibratory velocity at the same point.29

28 Strictly speaking this requires that the instantaneous product of the ‘event’ and any of its time shifted versions time average to zero. In practice this will always be the case.

29 Note that the sign of the imaginary part of the impedance changes if the $e^{j\omega t}$ convention is used instead of the $e^{j\omega t}$ convention. Cf. footnote no 9 on p. 10.
The unit is kg/s. The mechanical admittance is the reciprocal of the mechanical impedance,

\[ Y_m = \frac{\dot{v}}{F}. \]  

(4.1b)

This quantity is also known as the mobility. The unit is s/kg.

Example 4.1

It takes a force of \( F = a \cdot M \) to set a mass \( M \) into the acceleration \( a \) (Newton’s second law of motion); therefore the mechanical impedance of the mass is

\[ Z_m = \frac{\dot{F}}{v} = \frac{\dot{F}}{\dot{a}/j\omega} = j\omega M. \]

Example 4.2

It takes a force of \( F = \xi K \) to stretch a spring with the stiffness \( K \) a length of \( \xi \) (Hooke’s law); therefore the mechanical impedance of the spring is

\[ Z_m = \frac{\dot{F}}{v} = \frac{\dot{F}}{j\omega^2} = K. \]

Example 4.3

A simple mechanical oscillator consists of a mass \( M \) suspended from a spring with a stiffness constant of \( K \), as sketched in figure 4.1. In order to set the mass into vibrations one will have to move the mass and displace the spring from its equilibrium value. It follows that the mechanical impedance of this system is the sum of the impedance of the mass and the impedance of the spring,

\[ Z_m = j\omega M + \frac{K}{j\omega} = j\omega M \left( 1 - \left( \frac{\omega_b}{\omega} \right)^2 \right), \]

where \( \omega_b = \sqrt{K/M} \) is the angular resonance frequency. Note that the impedance is zero at the resonance, indicating that even a very small harmonic force at this frequency will generate an infinite velocity. In practice there will always be some losses, of course, so the impedance is very small but not zero at the resonance frequency.

The acoustic impedance is associated with average properties on a surface. This quantity is mainly used under conditions where the sound pressure is more or less constant on the surface. It is defined as the complex ratio of the average sound pressure to the volume velocity, which is the surface integral of the normal component of the particle velocity,
\[ \hat{q} = \int_S \hat{u} \cdot dS, \]  

(4.2)

where \( S \) is the surface area. Thus the acoustic impedance is

\[ Z_a = \hat{p}_{av}/\hat{q}. \]  

(4.3)

The unit is kgm\(^{-4}\)s\(^{-1}\). Since the total force acting on the surface equals the product of the average sound pressure and the area, and since \( \hat{q} = \hat{S} \hat{u}_n \) if the velocity is uniform, it can be seen that there is a simple relation between the two impedance concepts under such conditions:

\[ Z_m = Z_a S^2. \]  

(4.4)

This equation makes it possible to calculate the force it would take to drive a massless piston with the velocity \( \hat{u}_n \). In other words, the acoustic impedance describes the load on a (real or fictive) piston caused by the medium. If the piston is real, the impedance is called the \textit{radiation impedance}. This quantity is used for describing the load on, for example, a loudspeaker membrane caused by the motion of the medium.\(^{30}\)

The concept of acoustic impedance is essentially associated with approximate low-frequency models. For example, it is a very good approximation to assume that the sound field in a tube is one-dimensional when the wavelength is long compared with the cross-sectional dimensions of the tube. Under such conditions the sound field can be described by eqs. (2.15) and (2.16), and a tube of a given length behaves as an acoustic two-port.\(^{31}\) It is possible to calculate the transmission of sound through complicated systems of pipes using fairly simple considerations based the assumption of continuity of the sound pressure and the volume velocity at each junction \([12]\).\(^{32}\) The acoustic impedance is also useful in studying the properties of acoustic transducers. Such transducers are usually much smaller than the wavelength in a significant part of the frequency range. This makes it possible to employ so-called lumped parameter models where the system is described by an analogous electrical circuit composed of simple lumped element, inductors, resistors and capacitors, representing masses, losses and springs \([13, 14]\). Finally it should be mentioned that the acoustic impedance can be used for describing the acoustic properties of materials exposed to normal sound incidence.\(^{33}\)

---

\(^{30}\) The load of the medium on a vibrating piston can be described either in terms of the acoustic radiation impedance (the ratio of the sound pressure to the volume velocity) or the mechanical radiation impedance (the ratio of the force to the velocity).

\(^{31}\) ‘Two-port’ is a term from electric circuit theory denoting a network with two terminals. Such a network is completely described by the relations between four quantities, the voltage and current at the input terminal and the voltage and current at the output terminal. By analogy, an acoustic two-port is completely described by the relations between the sound pressures and the volume velocities at the two terminals. In case of a cylindrical tube such relations can easily be derived from eqs. (2.15) and (2.16) \([12]\).

\(^{32}\) Such systems act as acoustic filters. Silencers (or mufflers) are composed of coupled tubes.

\(^{33}\) In the general case we need to describe the properties of acoustic materials with the local ratio of the sound pressure on the surface to the resulting vibrational velocity. In most literature this quantity, which is used mainly in theoretical work, is called the specific acoustic impedance. In many practical applications the properties of acoustic materials are described in terms of absorption coefficients (or absorption factors), assuming either normal or diffuse sound incidence (see chapter 5). It is possible to calculate the absorption coefficient of a material from its specific acoustic impedance, but not the impedance from the absorption coefficient.
Example 4.4

The acoustic input impedance of a tube terminated by a rigid cap can be deduced from eqs. (2.17) and (2.18) (with \( x = -l \)),

\[
Z_a = -j \frac{\rho c}{S} \cot kl,
\]

where \( l \) is the length of the tube and \( S \) is its cross-sectional area. Note that the impedance goes to infinity when \( l \) equals a multiple of half a wavelength, indicating that it would take an infinitely large force to drive a piston at the inlet of the tube at these frequencies (see figure 4.2). Conversely, the impedance is zero when \( l \) equals an odd-numbered multiple of a quarter of a wavelength; at these frequencies the sound pressure on a vibrating piston at the inlet of the tube would vanish. Cf. example 2.2.

![Figure 4.2 The acoustic input impedance of a tube terminated rigidly.](image)

At low frequencies the acoustic impedance of the rigidly terminated tube analysed in example 4.4 can be simplified. The factor \( \cot kl \) approaches \( 1/kl \), and the acoustic impedance becomes

\[
Z_a \approx -j \frac{\rho c}{Slk} \frac{\rho c^2}{j\omega V},
\]

where \( V = Sl \) is the volume of the tube, indicating that the air in the tube acts as a spring. Thus the acoustic impedance of a cavity much smaller than the wavelength is spring-like, with a stiffness that is inversely proportional to the volume and independent of the shape of the cavity. Since, from eq. (2.2b),

\[
\rho c^2 = \gamma p_0,
\]

it can be seen that the acoustic impedance of a cavity at low frequencies also can be written

\[
Z_a = \frac{\gamma p_0}{j\omega V},
\]

in agreement with the considerations on p. 7.

Example 4.5

A Helmholtz resonator is the acoustic analogue to the simple mechanical oscillator described in example 4.3; see figure 4.3. The dimensions of the cavity are much smaller that the wavelength; therefore it behaves as a spring with the acoustic impedance
where $V$ is the volume; cf. eq. (4.5). The air in the neck moves back and forth uniformly as if it were incompressible; therefore the air in the neck behaves as a lumped mass with the mechanical impedance

$$Z_m = j \omega \rho S l_{\text{eff}},$$

where $l_{\text{eff}}$ is the effective length and $S$ is the cross-sectional area of the neck. (The effective length of the neck is somewhat longer than the physical length, because some of the air just outside the neck is moving along with the air in the neck.) The corresponding acoustic impedance follows from eq. (4.4):

$$Z_a = \frac{j \omega \rho l_{\text{eff}}}{S}.$$

By analogy with example 4.3 we conclude that the angular resonance frequency is

$$\omega_0 = c \sqrt{\frac{S}{V l_{\text{eff}}}}.$$

Note that the resonance frequency is independent of the density of the medium.

It is intuitively clear that a larger volume or a longer neck would correspond to a lower frequency, but it is perhaps less obvious that a smaller neck area gives a lower frequency.

Yet another impedance concept, the characteristic impedance, has already been introduced. As we have seen in section 2.1, the complex ratio of the sound pressure to the particle velocity in a plane propagating wave equals the characteristic impedance of the medium (cf. eq. (2.14)), and it approximates this value in a free field far from the source (cf. eq. (2.27)). Thus, the characteristic impedance describes a property of the medium, as we have seen on p. 16. The unit is $\text{kg m}^{-2} \text{s}^{-1}$.

5. SOUND ENERGY, SOUND INTENSITY, SOUND POWER AND SOUND ABSORPTION

The most important quantity for describing a sound field is the sound pressure. However, sources of sound emit sound power, and sound fields are also energy fields in which potential and kinetic energies are generated, transmitted and dissipated. Some typical sound power levels are given in table 5.1.

It is apparent that the radiated sound power is a negligible part of the energy conversion of almost any source. However, energy considerations are nevertheless of great practical importance in acoustics. The usefulness is due to the fact that a statistical approach where the energy of the sound field is considered turns out to give very useful approximations in room acoustics and in noise control. In fact determining the sound power of sources is a central
point in noise control engineering. The value and relevance of knowing the sound power radiated by a source is due to the fact that this quantity is largely independent of the surroundings of the source in the audible frequency range.

Table 5.1 Typical sound power levels.

<table>
<thead>
<tr>
<th>Source</th>
<th>Power (W)</th>
<th>Sound Power (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft turbojet engine</td>
<td>10 kW</td>
<td>160 dB</td>
</tr>
<tr>
<td>Gas turbine (1 MW)</td>
<td>32 W</td>
<td>135 dB</td>
</tr>
<tr>
<td>Small airplane</td>
<td>5 W</td>
<td>127 dB</td>
</tr>
<tr>
<td>Tractor (150 hp)</td>
<td>100 mW</td>
<td>110 dB</td>
</tr>
<tr>
<td>Large electric motor (0.5 MW)</td>
<td>10 mW</td>
<td>100 dB</td>
</tr>
<tr>
<td>Vacuum cleaner</td>
<td>100 µW</td>
<td>80 dB</td>
</tr>
<tr>
<td>Office machine</td>
<td>32 µW</td>
<td>75 dB</td>
</tr>
<tr>
<td>Speech</td>
<td>10 µW</td>
<td>70 dB</td>
</tr>
<tr>
<td>Whisper</td>
<td>10 nW</td>
<td>40 dB</td>
</tr>
</tbody>
</table>

5.1 The energy in a sound field

It can be shown that the instantaneous potential energy density at a given position in a sound field (the potential sound energy per unit volume) is given by the expression

$$w_{pot}(t) = \frac{p^2(t)}{2\rho c^2}. \quad (5.1)$$

This quantity describes the local energy stored per unit volume of the medium because of the compression or rarefaction; the phenomenon is analogous to the potential energy stored in a compressed or elongated spring, and the derivation is similar.

The instantaneous kinetic energy density at a given position in a sound field (the kinetic energy per unit volume) is

$$w_{kin}(t) = \frac{1}{2} \rho u^2(t). \quad (5.2)$$

This quantity describes the energy per unit volume at the given position represented by the mass of the particles of the medium moving with the velocity \(u\). This corresponds to the kinetic energy of a moving mass, and the derivation is similar.

The instantaneous sound intensity at a given position is the product of the instantaneous sound pressure and the instantaneous particle velocity,

$$I(t) = p(t)u(t). \quad (5.3)$$

This quantity, which is a vector, expresses the magnitude and direction of the instantaneous flow of sound energy per unit area at the given position, or the work done by the sound wave per unit area of an imaginary surface perpendicular to the vector.
Energy conservation

By combining the fundamental equations that govern a sound field (the conservation of mass, the relation between the sound pressure and density changes, and Euler’s equation of motion), one can derive the equation

\[ \nabla \cdot \mathbf{I}(t) = -\frac{\partial w(t)}{\partial t}, \]

where \( \nabla \cdot \mathbf{I}(t) \) is the divergence of the instantaneous sound intensity and \( w(t) \) is the sum of the potential and kinetic energy densities. This is the equation of conservation of sound energy, which expresses the simple fact that the rate of change of the total sound energy at a given point in a sound field is equal to the flow of converging sound energy; if the sound energy density at the point increases there must be a net flow of energy towards the point, and if it decreases there must be net flow of energy diverging away from the point.

The global version of this equation is obtained using Gauss’s theorem, \( 34 \)

\[ \int_V \nabla \cdot \mathbf{I}(t) \, dV = \int_S \mathbf{I}(t) \cdot d\mathbf{S} = -\frac{\partial}{\partial t} \left( \int_V w(t) \, dV \right) = -\frac{\partial E(t)}{\partial t}, \]

where \( S \) is the area of an arbitrary, closed surface, \( V \) is the volume inside the surface, and \( E(t) \) is the total instantaneous sound energy within the surface. This equation shows that the rate of change of the total sound energy within a closed surface is identical with the surface integral of the normal component of the instantaneous sound intensity.

In practice the time-averaged energy densities,

\[ w_{\text{pot}} = \frac{p_{\text{rms}}^2}{2 \rho c^2}, \quad w_{\text{kin}} = \frac{1}{2} \rho u_{\text{rms}}^2, \]

are more important than the instantaneous quantities, and the time-averaged sound intensity (which is usually referred to just as the ‘sound intensity’),

\[ \mathbf{I} = \mathbf{I}(t) = p(t) \mathbf{u}(t), \]

is more important than the instantaneous intensity \( \mathbf{I}(t) \). Energy conservation considerations lead to the conclusion that the integral of the normal component of the sound intensity over a closed surface is zero,

\[ \int_S \mathbf{I} \cdot d\mathbf{S} = 0 \]

in any sound field unless there is generation or dissipation of sound power within the surface \( S \). If, on the other hand, the surface encloses a source the integral equals the radiated sound power of the source, irrespective of the presence of other sources of noise outside the surface:

\[ \int_S \mathbf{I} \cdot d\mathbf{S} = P_a \]

Often we will be concerned with harmonic signals and make use of complex notation, as in chapters 2 and 4. Expressed in the complex notation eqs. (5.4) and (5.5) become

\[ w_{\text{pot}} = \frac{|\hat{\rho}|^2}{4 \rho c^2}, \quad w_{\text{kin}} = \frac{1}{4} \rho |\hat{\mathbf{d}}|^2, \]

\( 34 \) According to Gauss’s theorem the volume integral of the divergence of a vector equals the corresponding surface integral of the (outward pointing) normal component of the vector.
\[ I = \frac{1}{2} \text{Re}\{\hat{\rho} \hat{u}^*\} \, . \tag{5.9} \]

(Note that the two complex exponentials describing the time dependence of the sound pressure and the particle velocity cancel each other because one of them is conjugated; see the Appendix.) The component of the sound intensity in the \( x \)-direction is

\[ I_x = \frac{1}{2} \text{Re}\{\hat{\rho} \hat{u}^*\} \, . \tag{5.10} \]

Inserting the expressions for the sound pressure (eq. (2.13)) and the particle velocity (eqs. (2.14)) in a plane propagating wave into eq. (5.10) shows that

\[ I_x = \frac{\rho^2}{2 \rho c} \frac{p_{\text{rms}}}{p_{\text{c}}} \, \text{in this particular sound field. Moreover, inserting expressions for the sound pressure and the particle velocity in a simple spherical wave, eqs. (1.2.26) and (1.2.27), into eq. (1.5.10) gives the same relation for the radial sound intensity:} \]

\[ I_r = \frac{1}{2} \text{Re}\{\hat{\rho} \hat{u}^*\} = \text{Re}\left\{ \frac{A e^{i(x-krr)} A' e^{-i(x-krr)}}{\rho c r} \left( 1 - \frac{1}{jkr} \right) \right\} = \frac{|A|^2}{2 \rho c r^2} = \frac{|\hat{\rho}|^2}{2 \rho c} = \frac{p_{\text{rms}}}{p_{\text{c}}} \, . \tag{5.12} \]

It is apparent that there is a simple relation between the sound intensity and the mean square sound pressure in these two extremely important cases.\(^\text{35}\) However, it should be emphasised that in the general case eq. (5.11) is not valid, and one will have to measure both the sound pressure and the particle velocity simultaneously and average the instantaneous product over time in order to measure the sound intensity. Equipment for such measurements has been commercially available since the early 1980s [3].

**Example 5.1**

It follows from eq. (5.11) that the sound intensity in a plane propagating wave with an rms sound pressure of 1 Pa is \((1 \, \text{Pa})^2 / (1.2 \, \text{kgm}^{-1} \cdot 343 \, \text{ms}^{-1}) = 2.4 \, \text{mW/m}^2\).

**Example 5.2**

The sound intensity in the interference field generated by a plane sound wave reflected from a rigid surface at normal incidence can be determined by inserting eqs. (2.17) and (2.18) into eq. (5.10):\(^\text{35}\)

\[ I_x = \frac{1}{2} \text{Re}\left\{ 2 p \cos kx \frac{j 2 p_{\text{rms}}}{\rho c} \sin kx \right\} = \text{Re}\left\{ \frac{2 j |p|^2}{\rho c} \sin 2kx \right\} = 0. \]

This result shows that there is no net flow of sound energy towards the rigid surface.

Under conditions where the sound pressure and the particle velocity are constant over a surface in phase as well as in amplitude we can write

\(^{35}\) Eq. (5.11) implies that the sound intensity level is almost identical with the sound pressure level in air at 20°C and 101.3 kPa:

\[ L_I = 10 \log \left( I / I_{\text{ref}} \right) = 10 \log \left( p_{\text{rms}}^2 / (\rho c) / I_{\text{ref}} \right) = 10 \log \left( p_{\text{rms}}^2 / p_{\text{c}}^2 \right) - 10 \log \left( \rho c I_{\text{ref}} / p_{\text{c}}^2 \right) = L_p - 0.14 \, \text{dB} = L_p. \]
\[ \hat{p} = \hat{q} Z_a \]  
\( (5.13) \)

(cf. eq. (4.4)), and the sound power passing through the surface can be expressed in terms of the acoustic impedance:

\[ P_a = \frac{1}{2} \Re \{ \hat{p} \hat{q}^* \} = \frac{1}{2} \Re \{ |\hat{q}| Z_a \} = \frac{|\hat{q}|^2}{2} \Re \{ Z_a \}. \]  
\( (5.14) \)

This expression demonstrates that the radiated sound power of a vibrating surface is closely related to the volume velocity and to the real part of the radiation impedance.

Equation (5.7) implies that one can determine the sound power radiated by a source by integrating the normal component of the sound intensity over a surface that encloses the source. This is the sound intensity method of measuring sound power. Note that special equipment for such measurements is required.

In an environment without reflecting surfaces the sound field generated by a source of finite extent is locally plane far from the source, as mentioned in section 2.2, and therefore the local sound intensity is to a good approximation given by eq. (5.11). With eq. (5.7) we now conclude that one can estimate the radiated sound power of a source by integrating the mean square pressure generated by the source over a spherical surface centred at the source:

\[ P_a = \int_S \left( \frac{P_{mn}^2}{(\rho c)} \right) dS. \]  
\( (5.15) \)

However, whereas eq. (5.7) is valid even in the presence of sources outside the measurement surface eq. (5.11) is not; therefore only the source under test must be present. In practice one measures the sound pressure at a finite number of discrete points. This is the free-field method of measuring sound power. Note that an anechoic room (a room without any reflecting surfaces) is required.

Yet another method of measuring sound power requires a diffuse sound field in a reverberation room.

### 5.2 Sound absorption

Most materials absorb sound. As we have seen in chapter 2 we need a precise description of the boundary conditions for solving the wave equation, which leads to a description of material properties in terms of the specific acoustic impedance, as mentioned in chapter 4. However, in many practical applications, for example in architectural acoustics, a simpler measure of the acoustic properties of materials, the absorption coefficient (or absorption factor), is more useful. By definition the absorption coefficient of a given material is the absorbed fraction of the incident sound power. From this definition it follows that the absorption coefficient takes values between naught and unity. A value of unity implies that all the incident sound power is absorbed.

![Figure 5.1 A standing wave tube for measuring the normal incidence absorption coefficient. (From ref. [15].)](image)
In general the absorption coefficient of a given material depends on the structure of the sound field (plane wave incidence of a given angle of incidence, for example, or random or diffuse incidence in a room). Here we will study only the absorption for plane waves of normal incidence.

Consider the sound field in a tube driven by a loudspeaker at one end and terminated by the material under test at the other end, as sketched in figure 5.1. This is a one-dimensional field, which means that it has the general form given by eqs. (2.15) and (2.16). The amplitudes \( p_i \) and \( p_r \) depend on the boundary conditions, that is, the vibrational velocity of the loudspeaker and the properties of the material at the end of the tube. The sound intensity is obtained by inserting eqs. (2.15) and (2.16) into eq. (5.10):

\[
I_x = \text{Re} \left\{ \left( p_i e^{-ikx} + p_r e^{ikx} \right) \left( \frac{p_i^* e^{ikx} - p_r^* e^{-ikx}}{2\rho c} \right) \right\} = \frac{|p_i|^2 - |p_r|^2}{2\rho c}
\]  

(5.16)

where the last equation sign follows from eq. (2.20). (Note that \( p_{\text{max}} \) and \( p_{\text{min}} \) are amplitudes.) The incident sound intensity is the value associated with the incident wave, that is,

\[
I_{\text{inc}} = \frac{|p_i|^2}{2\rho c}.
\]

The absorption coefficient is the ratio of \( I_x \) to \( I_{\text{inc}} \),

\[
\alpha = \frac{I_x}{I_{\text{inc}}} = \frac{|p_i|^2 - |p_r|^2}{|p_i|^2} = 1 - |R|^2 = 1 - \left( \frac{s-1}{s+1} \right)^2 = \frac{4s}{(1+s)^2},
\]

(5.18)

where we have introduced the reflection factor and the standing wave ratio (cf. eqs. (2.19) and (2.22)). Note that the absorption coefficient is independent of the phase angle of \( R \), which shows that there is more information in the complex reflection factor than in the absorption coefficient. Equation (5.18) demonstrates that one can determine the normal incidence absorption coefficient of a material by exposing it to normal sound incidence in a tube and measuring the standing wave ratio of the resulting interference field.

![Standing wave patterns](image)

**Figure 5.2** Standing wave patterns for various values of the absorption coefficient: 0.9 (----); 0.6 (--); 0.3 (····).

**Example 5.3**

If the material under test is completely reflecting then \(|R| = 1\), corresponding to an absorption coefficient of zero. In this case the standing wave ratio is infinitely large. If the material is completely absorbing, \( R = 0 \), corresponding to an absorption coefficient of unity. In the latter case there is no reflected wave, so the sound pressure amplitude is constant in the tube, corresponding to a standing wave ratio of one.
Sound can be generated by many different mechanisms. In this note we will study only the simplest one, which is also the most important: that of a solid vibrating surface. As we shall see, the most efficient mechanism for radiation of sound involves a net volume displacement.

6.1 Point sources

The simplest source to describe mathematically is a pulsating sphere, that is, a sphere that expands and contracts harmonically with spherical symmetry as the one shown in figure 2.1. In free space such a source generates the simple spherical sound field we studied in section 2.2. Say the source has a radius of \(a\). From eq. (2.27) we know that the particle velocity on the surface of the source is

\[
\dot{u}_r(a) = \frac{A}{\rho c} e^{j(\omega t - ka)} \left(1 + \frac{1}{jka}\right).
\]  

(6.1)

The boundary condition on the surface implies that the vibrational velocity \(U e^{j\omega t}\) must equal the normal component of the particle velocity; therefore

\[
A = \frac{j \rho c k a^2 U e^{jka}}{1 + jka} = \frac{j \rho \omega Q e^{jka}}{4\pi(1 + jka)},
\]  

(6.2)

where we have introduced the volume velocity of the pulsating sphere,

\[
Q = 4\pi a^2 U,
\]  

(6.3)

by multiplying with the surface area of the sphere. Inserting into eq. (2.26) gives an expression for the sound pressure generated by the source,

\[
\dot{p} = \frac{j \rho \omega Q e^{j(\omega t - k(r - a))}}{4\pi r(1 + jka)}.
\]  

(6.4)

We can now calculate the radiation impedance of the pulsating sphere. This is the ratio of the sound pressure on the surface of the sphere to the volume velocity (cf. eq. (4.3)):

\[
Z_{a,r} = \frac{\dot{p}(a)}{Q e^{j\omega t}} = \frac{j \rho \omega}{4\pi a(1 + jka)} = \frac{\rho c k^2}{4\pi} + \frac{j \rho \omega}{4\pi a},
\]  

(6.5)

where the approximation to the right is based on the assumption that \(ka << 1\). Note that the imaginary part of the radiation impedance is much larger than the real part at low frequencies, indicating that most of the force it takes to expand and contract the sphere goes to moving the mass of the air in a region near the sphere (cf. example 4.1). This air moves back and forth almost as if it were incompressible.

In the limit of a vanishingly small sphere the source becomes a monopole, also known as a point source or a simple source. With \(ka << 1\), the expression for the sound pressure generated by a point source with the volume velocity \(Q e^{j\omega t}\) becomes

\[
\dot{p} = \frac{j \rho \omega Q e^{j(\omega t - kr)}}{4\pi r}.
\]  

(6.6)
A vanishingly small sphere with a finite volume velocity\(^{36}\) may seem to be a rather academic source. However, the monopole is a central concept in theoretical acoustics. At low frequencies it is a good approximation to any source that produces a net displacement of volume, that is, any source that is small compared with the wavelength and changes its volume as a function of time, irrespective of its shape and the way it vibrates. An enclosed loudspeaker is to a good approximation a monopole at low frequencies. A source that injects fluid, the outlet of an engine exhaust system, for example, is also in effect a monopole.

The sound intensity generated by the monopole can be determined from eq. (5.10):

\[
I_r = \frac{1}{2} \text{Re}\{\hat{p}u_r^*\} = \frac{1}{2} \text{Re}\left\{\frac{j\rho\omega Q - j\rho\omega Q'}{4\pi r} - \frac{1}{4\pi \rho c} \left(1 - \frac{1}{jkr}\right)\right\} = \left(\frac{\rho\omega |Q|}{32\pi^2 r^3 \rho c}\right)^2.
\]  

(6.7)

By multiplying with the surface of the area of a sphere with the radius \(r\) we get the sound power radiated by the monopole,

\[
P_a = \left(\frac{\rho\omega |Q|}{32\pi^2 r^3 \rho c}\right)^2 \cdot 4\pi r^2 = \frac{\rho c k^2 |Q|^2}{8\pi}.
\]  

(6.8)

We could also obtain this result from eqs. (5.14) and (6.5), of course. Note that the sound power is proportional to the square of the frequency, indicating that a small pulsating sphere is not a very efficient radiator of sound at low frequencies.

**Reciprocity**

The *reciprocity principle* states that if a monopole source at a given point generates a certain sound pressure at another point then the monopole would generate the same sound pressure if we interchange listener and source position, irrespective of the presence of reflecting or absorbing surfaces. This is a strong statement with many practical implications.

It is easy to take account of a large reflecting plane surface, say, at \(z = 0\), if one makes use of the concept of *image sources*. If the surface is rigid the boundary condition implies that \(u_z = 0\) at \(z = 0\), and simple symmetry considerations show that this is satisfied if we replace the rigid plane with an image source; see figure 6.1. The resulting sound pressure is simply the sum of the sound pressures generated by the source and the image source,

\[
\hat{p} = \frac{j\rho\omega Q e^{jkr_1}}{4\pi R_1} + \frac{j\rho\omega Q e^{jkr_2}}{4\pi R_2} = \frac{j\rho\omega Q}{4\pi R_1} e^{jkr_1} \left(1 + \frac{R_1}{R_2} e^{j(kR_2-R_1)}\right).
\]  

(6.9)

The parenthesis shows the effect of the reflecting plane, that is, it represents the sound pressure normalised by the free field value. The normalised equation can be used for studying outdoor sound propagation over a hard surface, and it is common practice to present the ‘ground effect’, that is, the effect of reflections from the ground on outdoor sound propagation, in this form.

At very low frequencies \(k(R_1 - R_2) \ll 1\), and the rigid surface can be seen to have the effect of increasing the sound pressure by a factor of \(1 + R_1/R_2\). Destructive interference occurs when the second term in the parenthesis is real and negative, and the first interference

---

\(^{36}\) The volume velocity of the monopole is sometimes referred to as the source strength. However, some authors use other definitions of the source strength. The term ‘volume velocity’ is unambiguous.
dip occurs when \( k(R_1 - R_2) = \pi \), corresponding to \((R_1 - R_2)\) being half a wavelength. Figure 6.2 shows the sound pressure relative to free field for sound propagation over a rigid plane surface.

\[
\rho = \frac{j \rho \omega Q e^{j(\omega t - kr_1)}}{4\pi r_1} + \frac{j \rho \omega Q e^{j(\omega t - kr_2)}}{4\pi r_2}
\]

\[
\approx \frac{j \rho \omega Q}{4\pi r} \left( e^{j(\omega t - kr_1 - h \cos \theta)} \right) + \frac{j \rho \omega Q}{2\pi r} \cos(k h \cos \theta) e^{j(\omega t - kr)}
\]

(6.10)
Inspection of eq. (6.10) leads to the conclusion that the sound pressure in the far field depends on $kh$ and on $\theta$ unless $kh \ll 1$, in which case the sound pressure is simply doubled.

Figure 6.3 Far field sound pressure generated by a monopole near a rigid plane surface.

The sound power of the monopole is affected by the presence of the reflecting surface unless it is far away, $kh >> 1$. We can calculate the sound power by integrating the sound intensity over a hemisphere, cf. eq. (5.7). (Since the normal component of the particle velocity is zero at all points on the plane between the source and the image source, the normal component of the intensity is also zero, so this surface does not contribute to the integral.) Moreover, the considerations that lead to eq. (5.15) are also valid for combinations of sources. It follows that

$$P_s = \frac{\rho c k}{4 \pi} \int_0^{\pi/2} \int_0^{2\pi} \frac{|\hat{P}|^2}{2 \rho c} r^2 \sin \theta d\phi d\theta = \frac{\rho c k}{4 \pi} \int_0^{\pi/2} \cos^2 (kh \cos \theta) \sin \theta d\theta$$

(6.11)

Figure 6.4 shows the factor in parentheses. It is apparent that the sound power is doubled if the source is very close to the surface, and that the rigid surface has an insignificant influence on the sound power output of the source when $h$ exceeds a quarter of a wavelength, corresponding to $kh = \pi/2$.

Figure 6.4 The influence of a rigid surface on the sound power of a monopole.

Example 6.1

It can be deduced from eq. (6.11) that two identical monopoles (two enclosed loudspeakers driven with the same signal, for example) when placed in close proximity at very low frequencies will radiate twice as much sound power as they do when they are far from each other. The physical explanation is that the radiation load on each source is doubled; the sound pressure on each source is not only generated by the source itself but also by the neighbouring source. Alternatively one might regard the two loudspeakers as one compound source with twice the volume velocity of each loudspeaker. Because of the quadratic relation between volume velocity and power (cf. eq. (6.8)) this compound source will radiate four times more sound power than one single loudspeaker in isolation.
Two monopoles of the same volume velocity but vibrating in antiphase constitute a point dipole if the distance between them is much less than the wavelength; see figure 6.5. It is clear that the combined source has no net volume velocity. A point dipole is a good approximation to a small vibrating body that does not change its volume as a function of time. Such a source exerts a force on the fluid. The oscillating sphere shown in figure 6.6, for example, is in effect a dipole, and so is an unenclosed loudspeaker unit. Other examples include vibrating beams and wires.

The sound pressure generated by the two monopoles is

\[
\hat{p} = \frac{j\rho\omega Q e^{i(\omega t - k_1 r)}}{4\pi r_1} - \frac{j\rho\omega Q e^{i(\omega t - k_2 r)}}{4\pi r_2}.
\]  

(6.12)

The near field of this combination of sources is fairly complicated. However, the far field is relatively simple. We can calculate the sound pressure in the far field in the same way we used in deriving eq. (6.10),

\[
\hat{p} = \frac{j\rho\omega Q}{4\pi r} \left( e^{i(\omega t - k r + h \cos \theta)} - e^{i(\omega t - k (r - h \cos \theta))} \right) = \frac{\rho\omega Q}{2\pi r} \sin(kh \cos \theta) e^{i(\omega t - kr)}
\]

\[
\approx \frac{\rho \omega h^2 Q}{2\pi r} \cos \theta e^{i(\omega t - kr)}.
\]  

(6.13)

Note that the sound pressure is proportional to \( h|Q| \), varies as \( \cos \theta \) and is identically zero in the plane between the two monopoles.37

The sound power of the dipole is calculated by integrating the mean square sound pressure over a spherical surface centred midway between the two monopoles:

\[
P_s = \int_0^\pi \int_0^{2\pi} \frac{|\hat{p}|^2}{2\rho c} r^2 \sin \theta d\phi d\theta = \frac{\rho c h^2 k^4 |Q|^2}{4\pi} \int_0^\pi \cos^2 \theta \sin \theta d\theta
\]

\[
= \frac{\rho c h^2 k^4 |Q|^2}{6\pi} \int_{-1}^1 x^2 dx = \frac{\rho c h^2 k^4 |Q|^2}{6\pi}.
\]  

(6.14)

Note that the sound power of the dipole is proportional to the fourth power of the frequency, indicating very poor sound radiation at low frequencies. The physical explanation of the poor radiation efficiency of the dipole is of course that the two monopoles almost cancel each other.

---

37 The quantity \( 2hQ \) is referred to by some authors as the dipole strength. However, other authors use other definitions.
6.2 Sound radiation from a circular piston in an infinite baffle

Apart from the pulsating sphere, a vibrating circular piston in an infinite, rigid baffle is one of the simplest cases of a spatially extended sound source that can be dealt with analytically. It is often used in connection with loudspeaker modelling.

The basic approach to extended sound sources is to consider them as composed of many simple sources, just as a dipole is made up of two monopoles. Thus, the piston is the sum of many monopoles that all radiate in phase. Because of the infinite baffle, each monopole gives rise to an image source that coincides with the monopole, cf. eqs. (6.9) and (6.10)); in other words, the baffle has the effect of doubling the volume velocity of each monopole. Let the piston vibrate with the velocity $Ue^{j\omega t}$. It follows that the volume velocity of each elementary monopole is $UdS$. By linear superposition we conclude that the sound pressure radiated by the piston can be evaluated at any position in front of the baffle simply by integrating over the surface of the piston,

$$\hat{p} = j\omega \rho \int_S \frac{e^{j(\omega t - kh)}}{2\pi h} UdS,$$

(6.15)

where $h$ is the distance between the observation point and the running position on the piston, and $S$ is the surface of the piston of radius $a$ (see figure 6.7). This is a special case of what is known as Rayleigh’s integral, which can be used for computing the sound radiation into half space of any plane infinite surface with a given vibrational velocity [17]. Note the factor of two in the denominator instead of four for the monopole (cf. Eq. (6.6)), which is due to the contribution of the image sources.
The far field sound pressure, that is, the sound pressure at long distances from the centre of the piston compared with the radius and the wavelength, can be calculated by expanding \( h \) in the complex exponential,

\[
\begin{align*}
    h &= \sqrt{r^2 + y^2 - 2ry \sin \theta \cos \varphi} \\
    &= r - y \sin \theta \cos \varphi,
\end{align*}
\]

(6.16)

while retaining only the first term of eq. (6.16) in the denominator (cf. eq. (6.10)). Thus the expression for the sound pressure becomes

\[
\hat{p}(r, \theta) = \frac{j \omega \rho U}{2\pi r} \int_0^{2\pi} \int_0^a e^{jky \sin \theta \cos \varphi} y \, dy \, d\varphi.
\]

(6.17)

The calculation makes use of the Bessel functions \( J_0(z) \) and \( J_1(z) \), defined by

\[
J_0(z) = \frac{1}{2\pi} \int_0^{2\pi} e^{jz \cos \beta} \, d\beta
\]

(6.18)

and

\[
J_1(z) = \frac{1}{z} \int_0^z \beta J_0(\beta) \, d\beta
\]

(6.19)

(see figure 6.8), and leads to the following expression for the far field sound pressure,

\[
\hat{p}(r, \theta) = \frac{j \omega \rho U}{r} \left[ \frac{a J_1(ka \sin \theta)}{k \sin \theta} \right] e^{j\omega t - kr} = \frac{j \omega \rho Q}{2\pi r} \left[ \frac{2J_1(ka \sin \theta)}{ka \sin \theta} \right] e^{j\omega t - kr},
\]

(6.20)

where we have introduced the volume velocity of the piston, \( Q = \pi a^2 U \). The factor in brackets is called the directivity of the piston, which is a frequency dependent function that describes the directional characteristics of the source in the far field,

\[
\begin{align*}
    D(\omega, \theta) &= \left[ \frac{2J_1(ka \sin \theta)}{ka \sin \theta} \right].
\end{align*}
\]

(6.21)

This function has its maximum value, unity, when \( \theta = 0 \), indicating maximum radiation in the axial direction all frequencies. Figure 6.9 shows the directivity for different values of the normalised frequency \( ka \). Note that the piston is an omnidirectional source (a monopole placed on a rigid surface) at low frequencies, just as one would expect. At high frequencies the radiation of the piston is concentrated in a beam near the axial direction.
The sound pressure on the axis of the piston can be evaluated fairly easily. Since \( \sin \theta = 0 \) on the axis, the expression for the distance \( h \) reduces to

\[
h = \sqrt{r^2 + y^2},
\]

from which,

\[
dh = \frac{y\,dy}{\sqrt{r^2 + y^2}} = \frac{y}{h}\,dy.
\]

Thus the sound pressure on the axis is given by

\[
\hat{p} = \frac{j\omega \rho U}{2\pi} \int_{0}^{2\pi} \int_{r}^{\infty} e^{jkr} \sin(e^{j\Delta}) \sin(k\Delta) \, dh \, d\varphi.
\]

If we introduce the quantity

\[
\Delta = \left(\sqrt{r^2 + a^2} - r\right)/2,
\]

the sound pressure can be written

\[
\hat{p} = 2j\rho c U e^{j[\pi - k(\pi + \lambda)]} \sin(k\Delta).
\]

It can be seen that the sound pressure is zero when \( k\Delta \) is a multiple of \( \pi \), that is, when \( \Delta \) is a multiple of half a wavelength, corresponding to the positions

\[
r = a \left[ \frac{1}{2n} \lambda - \frac{n}{2} \right]
\]

on the axis, where \( n \) is a positive integer. In a similar way, the sound pressure assumes a maximum value for

\[
2\Delta = \sqrt{r^2 + a^2} - r = (2m + 1)\lambda/2
\]

(where \( m \) is a positive integer), that is, for
\[ r = a \left[ \frac{1}{2m+1} \frac{a}{\lambda} - \frac{2m+1}{4} \frac{\lambda}{a} \right]. \] (6.29)

Figure 6.10 shows the normalised sound pressure on the axis of the piston as a function of the distance, which for a given frequency is defined by the corresponding \( ka \)-factor.

It may seem surprising that the sound pressure is zero at some positions right in front of the vibrating piston. The phenomenon is due to destructive interference, caused by the fact that the distance from such a position to the various parts of the piston varies in such a manner that the contributions cancel out.

Example 6.2

In the far field, when \( r >> a \) and \( r >> a^2/\lambda \), one obtains
\[ \Delta = \frac{1}{2} \left[ r \left( 1 + \frac{a^2}{2r^2} \right) - r \right] = \frac{a^2}{4r}, \]
and the sound pressure reduces to
\[ \hat{p} = j \rho c U \left( \frac{ka^2}{2r} \right) e^{i(\omega r - kr)} = j \rho c k Q \frac{U}{2\pi r} e^{i(\omega r - kr)}. \]
This expression agrees with eq. (6.20) for \( \theta = 0 \) (\( D(f) = 1 \)), as of course it should. This asymptotic expression is plotted as a dashed line in figure 6.10.

Example 6.3

The distances at which the minima occur, normalised by the radius of the piston, are given in terms of normalised frequencies by
\[ \frac{r}{a} = \left[ \frac{ka}{4\pi n} - \frac{\pi n}{ka} \right]. \]
Minima of order \( n \) only occur for \( ka \geq 2\pi n > 6 \). Thus for a loudspeaker with a radius of 50 mm, minima only occur at frequencies higher than 6900 Hz, that is, far above the frequencies at which the piston approximation is valid. It follows that the minima are never observed in front of loudspeakers in real life.

In the near field there is no possible approximation except on the axis. However, by developing the spherical monopole field in cylindrical coordinates, the force exerted on the piston can be calculated analytically. The calculations are rather complicated (see ref. [19] or
[20] for a complete treatment), and lead to an expression in terms of special functions such as Bessel and Struve functions. The result is,

\[
\hat{F} = \int_S \hat{p} dS = \rho c \pi a^2 U e^{j\omega t} \left[ 1 - \frac{J_1(2ka)}{ka} + j \frac{H_1(2ka)}{ka} \right],
\]  

(6.30)

where \( H_1 \) is the first Struve function.

The radiation impedance is the impedance seen by the piston, that is, the ratio of the average sound pressure to the volume velocity,

\[
Z_{a,r} = \frac{\hat{p}_{av}}{\hat{Q} e^{j\omega t}} = \frac{\hat{F}}{SQ e^{j\omega t}}
\]  

(6.31)

(cf. eq. (4.3)). Combining eqs. (6.30) and (6.31) gives

\[
Z_{a,r} = \frac{\rho c}{\pi a^2} \left[ 1 - \frac{J_1(2ka)}{ka} + j \frac{H_1(2ka)}{ka} \right].
\]  

(6.32)

Figure 6.11 shows the normalised, dimensionless radiation impedance (the bracket in eq. (6.32)),

\[
\frac{Z_{a,r} \pi a^2}{\rho c} = R_t + jX_t.
\]  

(6.33)

At low frequencies and at high frequencies the radiation impedance takes simple expressions:

\[ka << 1\]

\[
Z_{a,r} = r_{a,r} + j \omega m_{a,r} = \frac{1}{2\pi} \rho c k^2 + j \omega \rho \frac{8}{3\pi a^2},
\]  

(6.34a)

\[ka >> 1\]

\[
Z_{a,r} = \frac{\rho c}{\pi a^2} + j \omega \rho \frac{2}{\pi^2 k^2 a^3} = \frac{\rho c}{\pi a^2} \left( 1 + j \frac{4\pi}{2ka} \right).
\]  

(6.34b)
The first expression is fundamental for designing loudspeakers. Note that the real part of the radiation impedance equals that of a small pulsating sphere, eq. (6.5), multiplied by a factor of two because of the rigid plane. The quantity $m_{a,r}$ can be interpreted as the acoustic mass of the air driven along by the piston. Interference effects in the near field make it different from the imaginary part of impedance of the pulsating sphere. However, as in the case of the pulsating sphere (eq. (6.5)), the imaginary part of the acoustic radiation impedance diverges when the radius $a$ goes to zero.

**Example 6.4**

The mechanical radiation impedance is given by eqs. (4.4) and (6.33) as $Z_{m,r} = \rho c \pi a^2 (R_1 + jX_1)$. Its low frequency approximation is therefore:

$$Z_{m,r} \approx \frac{\pi \rho c k^2}{2} + j \omega \rho \frac{8 a^3}{3}.\]

The imaginary part of this impedance is the impedance of the mass of a layer of air in front of the piston. This layer of air is moving back and forth as if it were incompressible.

The radiated sound power is defined in chapter 5 as the integral of the normal component of the sound intensity over a surface that encloses the source. This method can also be used for computing the sound power of a piston in an infinite baffle. However, by far the simplest approach is to use eq. (5.14), which expresses the sound power in terms of the mean square volume velocity and the real part of the acoustic radiation impedance:

$$P_a = \frac{1}{2} |\mathbf{U}|^2 \Re \{Z_{a,r}\} = \frac{1}{2} |\mathbf{Q}|^2 \frac{\rho c}{\pi a^2} R_1 = \frac{1}{2} |\mathbf{Q}|^2 \frac{\rho c}{\pi a^2} \left[ 1 - \frac{J_1(2ka)}{ka} \right]. \quad (6.35)$$

At low frequencies this becomes, with eq. (6.34a),

$$P_a = \frac{\rho c k^2 |\mathbf{Q}|^2}{4 \pi}, \quad (6.36)$$

which is just what we would expect since the piston acts as a monopole on a rigid plane in this frequency range (cf. eq. (6.11)).

**Example 6.5**

Instead of using the volume velocity and the acoustic impedance we could equally well compute the sound power from the mean square velocity and the real part of the mechanical radiation impedance, since, with eq. (4.4),

$$P_a = \frac{1}{2} |\mathbf{U}|^2 \Re \{Z_{m,r}\} = \frac{1}{2} |\mathbf{U}|^2 \Re \{Z_{m,r}\}. \quad \text{(6.35)}$$

**Example 6.6**

Equation (6.36) shows that the sound power of the piston is proportional to $|\omega Q|^2$ at low frequencies, that is, the sound power is independent of the frequency if the volume acceleration is independent of the frequency. This implies that the displacement of the piston should be inversely proportional to the square of the frequency if we want the sound power to be independent of the frequency. In other words, it implies very large displacements at low frequencies. Since mechanical systems such as loudspeakers only allow a limited excursion, the low frequency sound power output of a loudspeaker is always limited: the only way to increase the sound power is to increase the size of the membrane. This explains why very large loudspeakers are found in subwoofers.
The directivity factor of a source is defined as the sound intensity on the axis in the far field normalised by the sound intensity of an omnidirectional source with the same sound power. From eq. (6.20) the sound intensity on the axis is

\[
I_r = \frac{1}{2} \rho c k^2 \left( \frac{|O|}{2\pi r} \right)^2
\]  

(6.37)

(see also example 6.2). Normalising with \( P_a/4\pi r^2 \) (eq. (6.35)) gives the directivity factor \( Q(f) \),

\[
Q(f) = \frac{(ka)^2}{R_1} = \frac{(ka)^2}{1 - J_1(2ka)}.
\]  

(6.38)

The directivity factor of the piston is plotted in figure 6.12 as a function of the normalised frequency \( ka \). Note that the directivity factor approaches two at low frequencies rather than one, reflecting the fact that all the sound power is radiated in only half a sphere. At high frequencies the directivity becomes proportional to the square of the frequency.

In practice, one often uses the directivity index, defined by

\[
DI(f) = 10 \log Q(f).
\]  

(6.40)

![Figure 6.12 Directivity factor of a piston in a baffle. (From ref. [18].)](image-url)
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APPENDIX: COMPLEX NOTATION

In a harmonic sound field the sound pressure at any point is a function of the type \( \cos(\omega t + \varphi) \). It is common practice to use complex notation in such cases. This is a symbolic method that makes use of the fact that complex exponentials give a more condensed notation than trigonometric functions because of the complicated multiplication theorems of sines and cosines.

We recall that a complex number \( A \) can be written either in terms of its real and imaginary part or in terms of its magnitude (also called absolute value or modulus) and phase angle,

\[
A = A_r + jA_i = |A|e^{j\varphi},
\]

(A.1)

where

\[
j = \sqrt{-1}
\]

(A.2)

is the imaginary unit, and

\[
A_r = \text{Re}\{A\} = |A|\cos \varphi, \quad A_i = \text{Im}\{A\} = |A|\sin \varphi,
\]

(A.3, A.4)

\[
|A| = \sqrt{A_r^2 + A_i^2}
\]

(A.5)

(see figure A1). The complex conjugate of \( A \) is

\[
A^* = A_r - jA_i = |A|e^{-j\varphi};
\]

(A.6)

therefore the magnitude can also be written

\[
|A| = \sqrt{A \cdot A^*}.
\]

(A.7)

Multiplication and division of two complex numbers are most conveniently carried out if they are given in terms of magnitudes and phase angles,

\[
AB = |A||B|e^{j(\varphi_1 + \varphi_2)}, \quad A/B = \frac{|A|}{|B|}e^{j(\varphi_1 - \varphi_2)}.
\]

(A.8, A.9)

Figure A1. Complex representation of a harmonic signal.
Complex representation of harmonic signals makes use of the fact that
\[ e^{jx} = \cos x + jsin x \]  \hspace{1cm} (A.10)  
(Euler’s equation) or, conversely,
\[ \cos x = \frac{1}{2}(e^{jx} + e^{-jx}), \quad \sin x = -j\frac{1}{2}(e^{jx} - e^{-jx}). \]  \hspace{1cm} (A.11a, A.11b)  

In a harmonic sound field the sound pressure at a given position can be written
\[ p = Ae^{j\omega t}, \]  \hspace{1cm} (A.12)  
where \( A \) is the complex amplitude of the sound pressure. The real, physical sound pressure is of course a real function of the time,
\[ p = \text{Re}\{P\} = \text{Re}\{|A|e^{j(\omega t + \phi)}\} = |A|\cos(\omega t + \phi), \]  \hspace{1cm} (A.13)  
which is seen to be an expression of the form \( \cos(\omega t + \phi) \). The magnitude of the complex quantity \(|A|\) is called the amplitude of the pressure, and \( \phi \) is its phase. It can be concluded that complex notation implies the mathematical trick of adding another solution, an expression of the form \( \sin(\omega t + \phi) \), multiplied by a constant, the imaginary unit \( j \). This trick relies on linear superposition.

![Figure A2. Two simple harmonic signals with identical frequencies. (From ref. [21].)](image)  
The mathematical convenience of the complex representation of harmonic signals can be illustrated by an example. A sum of two harmonic signals of the same frequency, \( A_1e^{j\omega t} \) and \( A_2e^{j\omega t} \), is yet another harmonic signal with an amplitude of \(|A_1 + A_2|\) (see figure A2). Evidently, this can also be derived without complex notation,
\[ p = |A_1|\cos(\omega t + \phi_1) + |A_2|\cos(\omega t + \phi_2) \]
\[ = (|A_1|\cos \phi_1 + |A_2|\cos \phi_2) \cos \omega t - (|A_1|\sin \phi_1 + |A_2|\sin \phi_2) \sin \omega t \]
\[ = \left[ (|A_1|\cos \phi_1 + |A_2|\cos \phi_2)^2 + (|A_1|\sin \phi_1 + |A_2|\sin \phi_2)^2 \right]^{1/2} \cos(\omega t + \phi), \]  \hspace{1cm} (A.14)  
where
\[ \varphi = \arctan \left( \frac{A_1 \sin \varphi_1 + A_2 \sin \varphi_2}{A_1 \cos \varphi_1 + A_2 \cos \varphi_2} \right), \] (A.15)

but the expediency and convenience of the complex method seems indisputable. Since

\[ \frac{\text{d}}{\text{d}t}e^{\text{j} \omega t} = \text{j} \omega e^{\text{j} \omega t}, \] (A.16)

it follows that differentiation with respect to time corresponds to multiplication by a factor of \( \text{j} \omega \). Conversely, integration with respect to time corresponds to division with \( \text{j} \omega \). If, for example, the vibrational velocity of a surface is, in complex representation,

\[ \hat{v} = B e^{\text{j} \omega t} = |B|e^{\text{j}(\omega t + \varphi_0)}, \] (A.17)

which means that the real, physical velocity is

\[ v = \text{Re} \{ \hat{v} \} = |B|\cos(\omega t + \varphi_0), \] (A.18)

then the acceleration is written

\[ \hat{a} = \text{j} \omega \hat{v}, \] (A.19)

which means that the physical acceleration is

\[ a = \text{Re} \{ \hat{a} \} = \text{Re} \left\{ \text{j} \omega B e^{\text{j} \omega t} \right\} = -\omega |B| \sin(\omega t + \varphi_0), \] (A.20)

and this is seen to agree with the fact that

\[ \frac{\text{d}}{\text{d}t} \cos(\omega t + \varphi_0) = -\omega \sin(\omega t + \varphi_0). \] (A.21)

In a similar manner we find the displacement,

\[ \xi = \frac{\hat{v}}{\text{j} \omega}, \] (A.22)

which means that

\[ \xi = \text{Re} \{ \hat{\xi} \} = \text{Re} \left\{ \frac{1}{\text{j} \omega} B e^{\text{j} \omega t} \right\} = \frac{1}{\omega} |B| \sin(\omega t + \varphi_0), \] (A.23)

in agreement with the fact that
\[
\frac{d}{dt} \left( \frac{1}{\omega} \sin(\omega t + \varphi_B) \right) = \cos(\omega t + \varphi_B). \tag{A.24}
\]

Acoustic second-order quantities involve time averages of squared harmonic signals and, more generally, products of harmonic signals. Such quantities are dealt with in a special way, as follows. Expressed in terms of the complex pressure amplitude \( \hat{p} \), the mean square pressure becomes

\[
\bar{p}^2 = p_{\text{rms}}^2 = |\hat{p}|^2 / 2, \tag{A.25}
\]

in agreement with the fact that the average value of a squared cosine is \( \frac{1}{2} \). Note that it is the squared magnitude of \( \hat{p} \) that enters into the expression, not the square of \( \hat{p} \), which in general would be a complex number proportional to \( e^{2j\omega_t} \).

The time average of a product is given by the following expression

\[
\bar{xy} = \frac{1}{2} \text{Re} \{ \hat{x} \hat{y}^* \} = \frac{1}{2} \text{Re} \{ \hat{x}^* \hat{y} \}. \tag{A.26}
\]

This can be seen as follows,

\[
\frac{1}{2} \text{Re} \{ \hat{x} \hat{y}^* \} = \frac{1}{2} \text{Re} \{ |\hat{x}|e^{j(\omega t + \phi_x)} |\hat{y}|e^{-j(\omega t + \phi_y)} \} = \frac{1}{2} |\hat{x}| |\hat{y}| \cos(\phi_x - \phi_y), \tag{A.27}
\]

which is seen to in agree with

\[
\bar{xy} = |\hat{x}| \cos(\omega t + \varphi_x) |\hat{y}| \cos(\omega t + \varphi_y) = \frac{1}{2} |\hat{x}| |\hat{y}| \cos(\phi_x - \phi_y). \tag{A.28}
\]

Note that either \( \hat{x} \) or \( \hat{y} \) must be conjugated.
LIST OF SYMBOLS

\( a \)  \( \) radius of sphere \([\text{m}]\); acceleration \([\text{m/s}^2]\)
\( c \)  \( \) speed of sound \([\text{m/s}]\)
\( D \)  \( \) directivity \([\text{dimensionless}]\)
\( DI \)  \( \) directivity index \([\text{dB}]\)
\( E \)  \( \) total acoustic energy \([\text{J}]\)
\( f \)  \( \) frequency \([\text{Hz}]\)
\( F \)  \( \) force \([\text{N}]\)
\( h \)  \( \) distance \([\text{m}]\)
\( H_1 \)  \( \) Struve function
\( I \)  \( \) sound intensity \([\text{W/m}^2]\)
\( I_{\text{ref}} \)  \( \) reference sound intensity \([\text{W/m}^2]\)
\( I_x \)  \( \) component of sound intensity \([\text{W/m}^2]\)
\( J_m \)  \( \) Bessel function
\( k \)  \( \) wavenumber \([\text{m}^{-1}]\)
\( K \)  \( \) stiffness constant \([\text{N/m}]\)
\( K_s \)  \( \) adiabatic bulk modulus \([\text{N/m}^2]\)
\( l \)  \( \) length \([\text{m}]\)
\( L_A \)  \( \) A-weighted sound pressure level \([\text{dB re } p_{\text{ref}}]\)
\( L_{\text{Aeq}} \)  \( \) equivalent A-weighted sound pressure level \([\text{dB re } p_{\text{ref}}]\)
\( L_{\text{AE}} \)  \( \) sound exposure level \([\text{dB re } p_{\text{ref}}]\)
\( L_C \)  \( \) C-weighted sound pressure level \([\text{dB re } p_{\text{ref}}]\)
\( L_{\text{eq}} \)  \( \) equivalent sound pressure level \([\text{dB re } p_{\text{ref}}]\)
\( L_I \)  \( \) sound intensity level \([\text{dB re } I_{\text{ref}}]\)
\( L_p \)  \( \) sound pressure level \([\text{dB re } p_{\text{ref}}]\)
\( L_W \)  \( \) sound power level \([\text{dB re } P_{\text{ref}}]\)
\( L_Z \)  \( \) sound pressure level measured without frequency weighting \([\text{dB re } p_{\text{ref}}]\)
\( M \)  \( \) mass \([\text{kg}]\)
\( n \)  \( \) natural number \([\text{dimensionless}]\)
\( p \)  \( \) sound pressure \([\text{Pa}]\)
\( p_A(t) \)  \( \) instantaneous A-weighted sound pressure \([\text{Pa}]\)
\( p_{\text{ref}} \)  \( \) reference sound pressure \([\text{Pa}]\)
\( p_{\text{rms}} \)  \( \) rms value of sound pressure \([\text{Pa}]\)
\( p_0 \)  \( \) static pressure \([\text{Pa}]\)
\( P \)  \( \) power \([\text{W}]\)
\( P_a \)  \( \) sound power \([\text{W}]\)
\( P_{\text{ref}} \)  \( \) reference sound power \([\text{W}]\)
\( q \)  \( \) volume velocity associated with a fictive surface \([\text{m}^3/\text{s}]\)
\( Q \)  \( \) volume velocity of source \([\text{m}^3/\text{s}]\); directivity factor \([\text{dimensionless}]\)
\( r \)  \( \) radial distance in spherical coordinate system \([\text{m}]\)
\( R \)  \( \) gas constant \([\text{m}^2\text{s}^{-2}\text{K}^{-1}]\); reflection factor \([\text{dimensionless}]\)
\( s \)  \( \) standing wave ratio \([\text{dimensionless}]\)
\( S \)  \( \) surface area \([\text{m}^2]\)
\( t \)  \( \) time \([\text{s}]\)
\( T \)  \( \) absolute temperature \([\text{K}]\); averaging time \([\text{s}]\)
\( \mathbf{u} \)  
particle velocity [m/s]

\( u_x \)  
component of the particle velocity [m/s]

\( U \)  
velocity [m/s]

\( v \)  
velocity [m/s]

\( V \)  
volume [m\(^3\)]

\( \omega_{\text{kin}} \)  
kineic energy density [J/m\(^3\)]

\( \omega_{\text{pot}} \)  
potential energy density [J/m\(^3\)]

\( x, y, z \)  
Cartesian coordinates [m]

\( Z_a \)  
aoustic impedance [kg m\(^{-4}\)s\(^{-1}\)]

\( Z_{a, r} \)  
aoustic radiation impedance [kg m\(^{-4}\)s\(^{-1}\)]

\( Z_m \)  
mechanical impedance [kg/s]

\( Z_{m, r} \)  
mechanical radiation impedance [kg/s]

\( Y \)  
mobility (mechanical admittance) [s/kg]

\( \alpha \)  
absorption coefficient [dimensionless]

\( \gamma \)  
ratio of specific heats [dimensionless]

\( \Delta V \)  
volume displacement [m\(^3\)]

\( \theta \)  
polar angle in spherical coordinate system [dimensionless]

\( \lambda \)  
wavelength [m]

\( \xi \)  
displacement [m]

\( \rho \)  
density [kg m\(^{-3}\)]

\( \tau \)  
time constant [s]

\( \phi \)  
phase angle [radian]; azimuth angle in spherical coordinate system [radian]

\( \omega \)  
angular frequency [radian/s]

\( ^\wedge \)  
indicates complex representation of a harmonic variable
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<tr>
<td>Sinusoidal source</td>
<td>Sinusoidal source, 9, 10</td>
<td></td>
</tr>
<tr>
<td>Sound exposure level</td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>Sound intensity</td>
<td></td>
<td>36</td>
</tr>
<tr>
<td>Sound intensity in a plane wave</td>
<td></td>
<td>38</td>
</tr>
<tr>
<td>Sound intensity level</td>
<td></td>
<td>24</td>
</tr>
<tr>
<td>Sound level meter</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Sound power</td>
<td></td>
<td>35</td>
</tr>
<tr>
<td>Sound power determination</td>
<td></td>
<td>39</td>
</tr>
<tr>
<td>Sound power level</td>
<td></td>
<td>25</td>
</tr>
<tr>
<td>Sound pressure level</td>
<td></td>
<td>22</td>
</tr>
<tr>
<td>Sound pressure</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Sound reflection</td>
<td>Reflection</td>
<td></td>
</tr>
<tr>
<td>Random errors</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Source strength, 42, 45
Specific acoustic impedance
   see Impedance
Spectral density, 21
Speed of sound, 7, 8
Spherical coordinate system, 17
Spherical sound waves, 17
   see also Monopole
Spherical symmetry, 16
   see also Monopole
SPL
   see Sound pressure level
Standing wave pattern, 13
Standing wave ratio, 14
   see also Standing wave tube
Standing wave tube, 40
Static pressure, 5, 6, 7
Stationary signals, 21
Statistical models of sound fields, 35
Statistical uncertainty in measurements, 29
Stiffness, 32
   see also Spring constant
Stochastic signals
   see Random noise
Struve function, 50
Subwoofer
   see Loudspeakers
Sum of harmonic signals, 24, 56

Temperature fluctuations in sound field, 6
Temperature, influence on the speed of sound, 7
Time average of a product, 58
Time averaging
   exponential, 28
   linear, 29
Time constant, 28
Time derivative
   see Differentiation with respect to time
Time integration, 57
   see also Time averaging
Time weighting
   see Time averaging
Time-averaged energy density, 37
Time-averaged sound intensity, 37
Transmission between fluids, 15
Transversal waves, 5
Two-port, 33
Typical values of sound power levels, 36
Typical values of sound pressure levels, 23
Uncorrelated signals, 21, 22
Velocity, 31, 57
Vibrating sphere
   see Pulsating sphere, Dipole
Volume acceleration, 51
Volume displacement, 7
Volume velocity, 32, 41
Water, 8, 15, 23
Wavelength, 9
Wavenumber, 9
White noise, 21, 25